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Executive Summary 

Artificial Intelligence (AI) is rapidly transforming Africa’s digital landscape, with applications spanning 
numerous sectors that include financial services, healthcare, law enforcement, education, and governance. 
While AI presents significant opportunities for economic growth, efficiency, and innovation, it also raises 
pressing concerns about data privacy, security, and ethical governance. As AI adoption increases, many 
African nations are faced with the challenge of developing robust regulatory frameworks to balance 
technological advancement with fundamental rights protection. 

The Africa AI Privacy Report 2025 explores these challenges and opportunities, providing an in-depth 
analysis of the evolving AI privacy landscape in Africa. It highlights global approaches to AI governance, 
sector-specific privacy concerns, current regulatory gaps, and emerging best practices while offering 
strategic policy recommendations to guide responsible AI deployment across the continent. 

HIGHLIGHTS 

AI has a growing influence on privacy. AI is transforming industries across Africa, but it is also raising 
privacy concerns, particularly regarding surveillance, data protection, and algorithmic bias. These 
concerns are well visible in sectors such as: 



 

● Law Enforcement and Surveillance: AI-powered surveillance technologies, including facial 
recognition and predictive policing, are increasingly used across Africa. However, there is a 
growing concern that such systems could lead to privacy violations, mass surveillance, and 
discriminatory profiling. For instance, Kenya, Uganda and Zimbabwe have integrated AI-driven 
surveillance under "Safe City" initiatives, raising concerns about misuse and lack of transparency. 

● Healthcare: AI is enhancing diagnostics and patient care, but it also raises issues around sensitive 
health data security. For example, Ghana’s MinoHealth AI Labs is applying deep learning to 
automate radiology, while Tanzania and Zambia have adopted AI-powered tuberculosis detection 
tools. However, without strict privacy safeguards, such innovations risk exposing sensitive patient 
data to breaches or unauthorized use. 

● Financial Services: AI is driving fintech growth through credit scoring, fraud detection, and 
customer profiling. Yet, concerns over biased algorithms and lack of financial data protection 
persist. In Nigeria, AI-driven credit assessments are being used by digital lenders, but consumers 
face limited transparency on how their financial data is processed and shared. 

● Judicial Systems: AI is being introduced in legal research, court transcriptions, and case 
management. Morocco, Tanzania and Egypt are examples of African countries that have begun 
using AI to transcribe court rulings, yet concerns remain regarding accuracy, data security, and 
fairness in automated legal decision-making. 

More countries are developing AI regulation on the continent. Presently, 13 African countries have 
developed national AI strategies - Mauritius, Egypt, Ghana, Senegal, Benin, Algeria, Tunisia, Ethiopia, 
Rwanda, South Africa, Nigeria, Kenya and Zambia. However, the regulatory landscape is fragmented, 
and enforcement mechanisms remain weak. 

Regulatory gaps still exist in Africa, particularly as relates to AI-Specific Legislation and 
Regulation. Many African countries lack AI-specific legislation for governing AI’s rapid evolution, with 
existing data protection regulations proving inadequate to address AI-driven privacy risks. While 13 
countries have made strides in developing national AI strategies, these efforts still fall short in explicitly 
addressing AI’s impact on privacy, as many of these countries continue to lack AI-specific provisions, 
leaving issues like algorithmic decision-making, AI profiling, and bias largely unregulated. 

There is a need to strengthen AI Governance through data protection frameworks. While data 
protection laws and Data Protection Authorities (DPAs) serve as critical regulatory mechanisms for 
artificial intelligence (AI) governance in Africa, they alone are insufficient to fully address the unique 
risks and challenges posed by AI systems. The complexity and opacity of AI models, often referred to as 
the "black box" problem, make it difficult to apply traditional data protection principles such as 
transparency, accountability, and fairness in a meaningful way. 

Conventional safeguards like Data Protection Impact Assessments (DPIAs) may not adequately account 
for AI-specific risks such as algorithmic bias, automated decision-making, and discriminatory outcomes. 
To bridge this gap, countries should consider leveraging AI-related provisions within data protection laws, 
including clear guidelines for AI risk assessments, algorithmic transparency requirements, and regulatory 
oversight of AI-driven data processing. 



There is growing advocacy for the role of AI Ethics and African Cultural Values. This growing 
advocacy for AI frameworks seeks to reflect African moral traditions, emphasizing community-focused 
ethics, fairness, and inclusivity. Incorporating principles like Ubuntu into AI governance ensures that 
technology aligns with societal values. However, few African nations have established AI ethics 
guidelines, making it critical to integrate ethical AI principles into national and regional policies. 

AI-driven data processing presents significant risks on the continent, including bias and 
discrimination from flawed datasets, increased privacy concerns due to AI-powered surveillance, and 
tensions over data sovereignty as countries seek greater control over cross-border data flows. 
Additionally, regulatory gaps leave legal frameworks struggling to keep pace with rapid AI 
advancements, increasing the risk of data misuse and inadequate safeguards for individuals. 

The region still struggles with cross-border data governance challenges. Africa's fragmented data 
protection landscape complicates cross-border data flows, particularly in AI applications that rely on large 
datasets. Seemingly, countries with strong data localization laws, such as Zambia pose challenges to 
regional AI integration. 

AI presents immense opportunities for Africa’s development, but it also introduces complex privacy and 
ethical challenges that require urgent policy action. The Africa AI Privacy Report 2025 underscores the 
need for AI-specific regulations, stronger institutional oversight, and ethical AI frameworks grounded in 
African cultural values. By taking proactive steps to govern AI responsibly, African nations can harness 
AI’s potential while safeguarding fundamental privacy rights and ensuring equitable technological 
advancement. 

Introduction 

Artificial Intelligence (AI) is transforming industries across the globe, offering unprecedented 
opportunities while simultaneously introducing complex risks and deepening existing disparities. 
According to the International Monetary Fund (IMF), nearly 40% of jobs in emerging markets and 26% in 
low-income countries are exposed to AI, compared to 60% in advanced economies, where cognitive tasks 
are more prevalent. While lower exposure to AI-driven disruptions may seem advantageous for emerging 
economies, it also means these regions are less positioned to reap the benefits of AI-driven productivity 
gains.1 This imbalance exacerbates the digital divide, widening income disparities both within and 
between countries. 

Beyond economic concerns, AI presents significant risks, including algorithmic bias and discrimination 
due to unrepresentative datasets, opacity in decision-making processes, and growing inequalities in AI 
access and inclusion. AI-powered surveillance, the misuse of personal data, and cybersecurity 
vulnerabilities further compound these challenges, raising serious privacy concerns.2 As AI systems 
become more sophisticated, ensuring accountability, transparency, and fairness in their deployment is 

2 World Bank (2024) Global trends on AI governance, evolving country approaches, World Bank Group 

1 IMF (2024), Staff Discussion Paper on “Gen-AI: Artificial Intelligence and the Future of Work,” International 
Monetary Fund 

http://documents.worldbank.org/curated/en/099120224205026271/P1786161ad76ca0ae1ba3b1558ca4ff88ba
https://www.imf.org/en/Publications/Staff-Discussion-Notes/Issues/2024/01/14/Gen-AI-Artificial-Intelligence-and-the-Future-of-Work-542379


 

paramount. These growing risks have spurred regulatory efforts worldwide, prompting governments and 
regional bodies to introduce laws, frameworks, and guidelines aimed at balancing innovation with ethical 
and legal safeguards. 

In response to these challenges, various countries and regional organizations have developed AI 
governance mechanisms that reflect a blend of local legal traditions and global ethical principles. Whether 
through comprehensive legislation, sector-specific regulations, or nonbinding guidelines, the overarching 
goal remains the same—fostering AI-driven innovation while upholding individual rights, data protection, 
and societal well-being. 

This report provides a comprehensive analysis of AI governance frameworks, offering insights into 
global, regional, and national approaches to AI regulation. It begins by examining the intersection of AI 
and privacy, highlighting how AI is reshaping privacy conversations, particularly in Africa. The report 
then explores global AI governance frameworks, identifying key international standards and best practices 
before shifting focus to Africa’s regulatory landscape. It delves into the continent’s AI policies, 
frameworks, and emerging trends, particularly in key sectors such as financial services, healthcare, 
security and surveillance, education and research, and the administration of justice. 

Additionally, the report assesses the adequacy of existing data protection and privacy laws in governing 
AI, evaluates ethical AI principles in African contexts, and outlines pressing challenges, including bias, 
discrimination, and regulatory gaps. Finally, it offers policy recommendations and a forward-looking 
perspective on AI governance, providing country-specific analyses of AI regulations, data protection 
laws, and AI-related initiatives across Africa. Through this comprehensive approach, the report seeks to 
inform and support policymakers, businesses, and civil society in navigating the evolving AI landscape 
while ensuring privacy and fundamental rights remain protected. 

The Intersection of AI, Data Protection and Fundamental Human 
Rights 

The rise of Artificial Intelligence (AI) presents immense potential to improve social welfare while also 
introducing significant risks.3 Seemingly, the increasing interconnectedness of data protection and AI 
regulation is emerging as essential pillars of the modern legal framework. As innovation reshapes Africa’s 
digital landscape, the intersection of Artificial Intelligence (AI), data protection, and privacy has become 
a critical area of discussion, influencing policy, governance, and the protection of fundamental rights. 

To begin with, AI relies heavily on data, enabling it to collect and process vast amounts of information. 
This enhanced capability significantly increases its ability to observe human activity, such as through 
biometric identification in public spaces, raising serious privacy concerns.4 Additionally, due to AI’s 
self-learning capabilities and growing autonomy, along with its ability to rapidly analyze data and explore 
decision paths that humans might not have thought about, it can identify correlations within datasets 

4 Ufert, F. (2020) AI Regulation through the lens of Fundamental Rights: How well does the GDPR address the 
challenges posed by AI?, European Papers. 

3 G. Mazzini, A System of Governance for Artificial Intelligence through the Lens of Emerging Intersections 
between AI and EU Law, in A. De Franceschi, R. Schulze (eds), Digital Revolutions – New challenges for Law, 
Munich: C.H. Beck, 2019, pp. 1, 3-4. 

https://www.europeanpapers.eu/en/europeanforum/ai-regulation-through-the-lens-of-fundamental-rights
https://www.europeanpapers.eu/en/europeanforum/ai-regulation-through-the-lens-of-fundamental-rights


 

without establishing causation.5 As a result, AI may generate solutions that are difficult for humans to 
comprehend, making decisions without clear reasoning. This lack of transparency, known as the 
"black-box phenomenon," significantly reduces AI's explainability and raises concerns about 
accountability.6  

In light of the fundamental rights of privacy, personal data protection, and non-discrimination, the main 
concerns surrounding AI constitute its increased capacities of human observation, the potential to 
de-anonymise large data sets, opaque decision-making, and the production of discriminatory results.7 
Despite this, efforts to regulate AI through the lens of fundamental rights law remain largely 
underdeveloped, highlighting the need for a more structured and rights-based approach to AI governance. 
Key concerns from a fundamental rights perspective include biased and discriminatory AI systems, as 
well as AI-driven infringements on privacy and data protection.8 For instance,the concept of specific 
consent requires that consent be informed, meaning that individuals must not only be aware that their 
personal data is being processed but also understand how and for what purposes it is being used.9 In 
theory, this requirement should serve as a safeguard against fundamental rights violations by AI systems 
handling personal data. However, obtaining truly informed consent becomes challenging when AI 
systems generate unpredictable outcomes.10 Additionally, the common method of securing consent—such 
as clicking "I have read and agree to the Terms"—has been widely criticized as one of the biggest 
misconceptions on the internet.11 This practice risks undermining the very protection that specific consent 
is meant to provide, making it an increasingly ineffective safeguard in the face of AI-driven data 
processing. This raises a critical question: To what extent do existing data protection laws across the 
continent adequately address the challenges AI poses to privacy, personal data protection, and 
non-discrimination—three key intersections between AI and fundamental rights?  

How AI is Reshaping Privacy Conversations in Africa 

From the foregoing, it goes without saying that AI is significantly reshaping privacy conversations 
worldwide and more so in Africa by challenging existing privacy frameworks and policies. The 
introduction of AI in sectors such as finance, healthcare, security, and education has led to a growing 
demand for robust privacy protections and clearer regulations governing AI's use. 

11 S. Wrigley, Taming Artificial Intelligence, cit., p. 192; S. Hänold, Profiling and Automated Decision-Making, cit., 
pp. 137 and 147. 

10 Ufert, F. (2020) AI Regulation through the lens of Fundamental Rights: How well does the GDPR address the 
challenges posed by AI?, European Papers. 

9 Court of Justice, judgment of 24 September 2019, case C-136/17, GC and Others v. CNIL, para. 62. 

8 F. Fitsilis, Imposing Regulations on Advanced Algorithms, Berlin: Springer, 2019, p. 13; R. Calo, Peeping HALs: 
Making Sense of Artificial Intelligence and Privacy, in European Journal of Legal Studies, 2010, p. 171; L. Marin, 
K. Kraijciková, Deploying Drones in Policing Southern European Border: Constraints and Challenges for Data 
Protection and Human Rights, in A. Zavrsnik (ed.), Drones and Unmanned Aerial Systems, Berlin: Springer, 2016, 
p. 110. 

7 Ufert, F. (2020) AI Regulation through the lens of Fundamental Rights: How well does the GDPR address the 
challenges posed by AI?, European Papers. 

6 Ufert, F. (2020) AI Regulation through the lens of Fundamental Rights: How well does the GDPR address the 
challenges posed by AI?, European Papers. 

5 Ufert, F. (2020) AI Regulation through the lens of Fundamental Rights: How well does the GDPR address the 
challenges posed by AI?, European Papers. 

https://www.europeanpapers.eu/en/europeanforum/ai-regulation-through-the-lens-of-fundamental-rights
https://www.europeanpapers.eu/en/europeanforum/ai-regulation-through-the-lens-of-fundamental-rights
https://www.europeanpapers.eu/en/europeanforum/ai-regulation-through-the-lens-of-fundamental-rights
https://www.europeanpapers.eu/en/europeanforum/ai-regulation-through-the-lens-of-fundamental-rights
https://www.europeanpapers.eu/en/europeanforum/ai-regulation-through-the-lens-of-fundamental-rights
https://www.europeanpapers.eu/en/europeanforum/ai-regulation-through-the-lens-of-fundamental-rights
https://www.europeanpapers.eu/en/europeanforum/ai-regulation-through-the-lens-of-fundamental-rights
https://www.europeanpapers.eu/en/europeanforum/ai-regulation-through-the-lens-of-fundamental-rights


 

In the financial services sector, for example, AI technologies such as automated lending, fraud detection, 
and customer profiling rely on analyzing vast amounts of personal financial data. While these 
technologies can enhance efficiency and accessibility, they also raise concerns regarding transparency, 
consent, and the potential misuse of sensitive information. The debate over AI's role in financial privacy 
is heightened by concerns about individuals' ability to control their data and protect themselves from 
discriminatory practices, such as algorithmic bias. 

Similarly, AI-powered biometric systems are increasingly being adopted in areas such as border control, 
law enforcement, and public safety across Africa. While these technologies offer benefits such as 
improved security and convenience, they also create new privacy risks. The use of facial recognition 
technology, for example, has been controversial in many parts of the world due to concerns over 
surveillance and the potential for misuse by governments or private companies. In Africa, where there are 
significant gaps in digital infrastructure and legal protections, the deployment of such technologies often 
occurs without adequate safeguards to protect privacy and human rights. 

AI-driven health technologies, including diagnostic tools, electronic health records, and predictive health 
models, similarly rely heavily on personal health data and raise significant privacy concerns such as 
unauthorized access to sensitive medical information, inadequate data protection mechanisms, and the 
risk of discrimination based on health data. 

African countries are recognizing the need for a comprehensive approach to AI governance, with privacy 
and data protection being central elements of these discussions. National and regional data protection laws 
are being developed with the aim to provide a regulatory framework for the protection of individuals' 
privacy in the context of AI and other emerging technologies. However, gaps in implementation and 
enforcement remain, particularly in addressing the rapid pace of AI innovation and the complexity of 
cross-border data flows. 

International efforts to establish guidelines for AI governance are also influencing privacy conversations 
in Africa with the likes of the UNESCO Recommendation on the Ethics of Artificial Intelligence, the G7 
Hiroshima Process on Generative AI, and the European Union's AI Act serving as examples of global 
initiatives that are setting the stage for national and regional AI governance frameworks in the continent. 
There is thus a growing recognition of the need for AI regulations that not only address privacy concerns 
but also promote ethical AI practices.  

Global AI Governance Frameworks and Standards 

The governance of artificial intelligence (AI) has become a critical global issue, with various frameworks, 
principles, and regulatory efforts emerging to guide the ethical and responsible development, deployment, 
and use of AI systems. According to the Organisation for Economic Cooperation and Development 
(OECD) AI Policy Observatory,12 there are over 1000 AI policy initiatives worldwide. Various 
professional societies such as the ACM, IEEE, NIST, ISO/IEC 23894:2023 have drafted frameworks 
establishing technical means of operationalizing responsible AI principles as have international 
organisations such as OECD/G20 AI Principles, UNESCO Recommendations on the Ethics of AI, the 

12 OECD.AI (2021), Database of National AI Policies, powered by EC/OECD (2021) 

https://oecd.ai/


 

CoE Treaty on Artificial Intelligence, UN General Assembly resolution on AI, various notable national AI 
frameworks and private sector stakeholders.13 

UN General Assembly Resolution on AI 

On 21st March 2024, the United Nations passed a resolution14 on AI urging member states to guarantee the 
development of safe, secure and trustworthy AI systems that respect human rights. The resolution  
recognizes that AI systems should be human centric, reliable, explainable, ethical, inclusive, promote and 
protect human rights, international law, privacy preserving, sustainable development oriented and 
responsible.15 It further recognizes that improper or malicious design, development and deployment and 
use of AI systems without adequate safeguards poses risks that could hinder achievement of the 2030 
Agenda for sustainable development; widen digital divides; reinforce structural inequalities and biases; 
lead to discrimination; undermine information integrity and access to information; undercut the 
protection, promotion and enjoyment of human rights and fundamental freedoms.16 Although the 
resolution is non-binding, it communicates the United Nations’ commitment towards ensuring responsible 
innovation in AI. 

The UN General Assembly Resolution on AI was backed by the support of the following African 
countries: Cabo Verde, Côte d’ Ivoire, Djibouti, Equatorial Guinea, Kenya, Liberia, Morocco, Sierra 
Leone, South Africa and Zambia.17 

UNESCO Recommendations on Ethics of Artificial Intelligence 

In 2020, UNESCO embarked on a two-year project to develop a global standard for artificial intelligence. 
It drafted recommendations for AI with the aim to formulate ethical values, principles and policy 
recommendations for the research, design, development, deployment and usage of AI, to make AI 
systems work for the good of humanity, individuals, societies, and the environment. The UNESCO draft 
Recommendation sets out about a dozen principles, five Action Goals, and eleven Policy Actions. Notable 
among the UNESCO recommendations is the emphasis on Human Dignity, Inclusion, and Diversity. 
UNESCO also expresses support for Human Oversight, Privacy, Fairness, Transparency and 
Explainability, Safety and Security, among other goals. Understandably, UNESCO is interested in the 
scientific, educational, and cultural dimensions of AI, the agency’s program focus.18 

The recommendations aim to: 

▪ Provide a universal framework of values, principles and actions to guide states in the formulation 
of their legislation, policies or other instruments regarding AI consistent with international law; 

18  CAIDP (2023), Artificial Intelligence and Democratic Values Index, Center for Artificial Intelligence and Digital 
Policy. 

17 Mishra V. (2024), General Assembly adopts Landmark Resolution on Artificial Intelligence, United Nations 
16 Ibid. 
15 Ibid. 

14 UN General Assembly (2024), Seizing the opportunities of safe, secure and trustworthy artificial intelligence 
systems for sustainable development, United Nations 

13 World Bank (2024), Global trends on AI governance, evolving Country Approaches, World Bank Group 

https://www.caidp.org/reports/aidv-2023/
https://docs.un.org/en/A/78/L.49
https://documents.un.org/doc/undoc/ltd/n24/065/92/pdf/n2406592.pdf
https://documents.un.org/doc/undoc/ltd/n24/065/92/pdf/n2406592.pdf
http://documents.worldbank.org/curated/en/099120224205026271/P1786161ad76ca0ae1ba3b1558ca4ff88ba


 

▪ Guide the actions of individuals, groups, communities and private sector companies to ensure the 
embedding of ethics in all stages of AI system lifecycle; 

▪ Protect, promote and respect human rights fundamental freedoms, human dignity and equality; 

▪ Foster multi stakeholder, multidisciplinary and pluralistic dialogue and consensus building about 
ethical issues relating to AI systems; and 

▪ Promote equitable access to developments and knowledge in the field of AI and the sharing of 
benefits with particular attention to the needs of low income and developing countries. 

While the Recommendations provide significant foundation for states to follow when drafting their 
national AI strategies and frameworks, some of the key challenges of implementing this 
Recommendations are how broad the guidelines are and the lack of specific actionable steps pose 
difficulties for organisations to translate them into concrete national policies or sector specific guidelines. 
The recommendations also highlight the risk of AI exacerbating global inequalities but fail to provide 
detailed strategies for ensuring equitable access to AI technologies across various regions. 

To enhance the impact of the Framework, UNESCO should revise its guidelines by incorporating specific 
action plans with detailed case studies to support effective implementation, investing in capacity-building 
initiatives—especially in low- and middle-income countries—to strengthen AI governance, and 
establishing mechanisms for continuous review and adaptation to keep pace with technological 
advancements. Additionally, fostering greater public engagement and education on AI ethics will ensure 
diverse perspectives are considered, while promoting international collaboration will facilitate the sharing 
of best practices, resources, and knowledge for a more coordinated and equitable global approach to AI 
ethics. 

Adopted in 2021, the Recommendation on the Ethics of Artificial Intelligence is applicable to all 194 
member states of UNESCO, which includes all 54 African countries.19 Seemingly, UNESCO is deploying 
an assessment methodology in 22 African countries to identify strengths and gaps, in a bid to expand 
digital infrastructure and improve skills - factors crucial for responsible AI integration.20 

Council of Europe Framework Convention on Artificial Intelligence 
and Human Rights, Democracy and the Rule of Law 

The Council of Europe is an international human rights organization with forty-six member States.21 On 
17th May 2024 it adopted the first global legally binding instrument22 designed to ensure that AI upholds 
common standards in human rights, democracy and the rule of law and to minimise the risk of those rights 
and principles being undermined as a result of the use of AI.23 Opened up for signature on 5th September 

23  COE (n.d) Council of Europe and Artificial Intelligence, Accessed on 10th January 2025. 

22   COE (2024), Framework Convention on Artificial Intelligence and Human Rights, Democracy and the Rule of 
Law, Council of Europe Treaty Series. 

21  COE (n.d), Council of Europe Key Facts Accessed 10 January 2025. 

20 UNESCO (2025), Harnessing emerging technologies for sustainable development in Africa, including through the 
implementation of the Recommendation on the Ethics of AI, unesco.org.  

19 UNESCO (n.d), List of the Member States and the Associate Members of UNESCO and the date on which they 
became Members (or Associate Members) of the Organization, pax.unesco.org  

https://www.coe.int/en/web/artificial-intelligence/home
https://rm.coe.int/1680afae3c
https://rm.coe.int/1680afae3c
https://www.coe.int/en/web/portal/the-council-of-europe-key-facts
https://www.unesco.org/en/articles/harnessing-emerging-technologies-sustainable-development-africa-including-through-implementation
https://www.unesco.org/en/articles/harnessing-emerging-technologies-sustainable-development-africa-including-through-implementation
https://pax.unesco.org/countries/ListeMS.html
https://pax.unesco.org/countries/ListeMS.html


 

202424 to both member and non-member states, the Treaty highlights the need to establish a globally 
applicable legal framework setting out common general principles governing AI systems25. It aims to 
ensure that activities within the lifecycle of AI systems are fully consistent with human rights, democracy 
and rule of law.26 More importantly, it sets out general principles related to activities within the lifecycle 
of AI system; human dignity and individual autonomy,27 transparency and oversight,28 accountability and 
responsibility,29 equality and non-discrimination,30 privacy and data protection,31 reliability and Safe 
Innovation.32 This treaty represents a major milestone in AI governance by setting legally enforceable 
standards for AI systems. 

The Framework Convention was drafted by the 46 member states of the Council of Europe, with the 
participation of all observer states: Canada, Japan, Mexico, the Holy See and the United States of 
America, as well as the European Union, and a significant number of non-member states: Australia, 
Argentina, Costa Rica, Israel, Peru and Uruguay. Its signatories include Andorra, Georgia, Iceland, 
Liechtenstein, Montenegro, Norway, Republic of Moldova, San Marino, United Kingdom, Canada, 
European Union, Israel, Japan, and the United States of America.33 Other non-member States may accede 
to the Convention by invitation once it has entered into force, subject to unanimous consent from the 
Parties to the Convention following consultations by the Committee of Ministers of the Council of 
Europe.34 

While not predominantly featured in the development and adoption process, the Council of Europe is 
actively seeking to engage, on a peer-to-peer basis, with like-minded African countries and with regional 
organisations, particularly the African Union, to promote global governance of AI in the context of 
human rights, democracy and the rule of law.35 

35 Council of Europe (2025), African engagement in Global AI Governance, coe.int.  

34 Babická K., Giacomin C. (2024), Understanding the Scope of the Council of Europe Framework Convention on 
AI, Opinio Juris. 

33 Council of Europe (n.d), The Framework Convention on Artificial Intelligence, coe.int. Accessed 22 March 2025. 

32  Article 12 of the Council of Europe Framework Convention on Artificial Intelligence and Human Rights, 
Democracy and the Rule of Law. 

31  Article 11 of the Council of Europe Framework Convention on Artificial Intelligence and Human Rights, 
Democracy and the Rule of Law. 

30  Article 10 of the Council of Europe Framework Convention on Artificial Intelligence and Human Rights, 
Democracy and the Rule of Law. 

29  Article 9 of the Council of Europe Framework Convention on Artificial Intelligence and Human Rights, 
Democracy and the Rule of Law. 

28  Article 8 of the Council of Europe Framework Convention on Artificial Intelligence and Human Rights, 
Democracy and the Rule of Law. 

27  Article 7 of the Council of Europe Framework Convention on Artificial Intelligence and Human Rights, 
Democracy and the Rule of Law. 

26  Article 1 of the Council of Europe Framework Convention on Artificial Intelligence and Human Rights, 
Democracy and the Rule of Law. 

25  Preamble to the Council of Europe Framework Convention on Artificial Intelligence and Human Rights, 
Democracy and the Rule of Law. 

24  COE (n.d Committee on Artificial Intelligence (CAI), Accessed on 10th January 2025. 
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OECD/G20 Principles of Trustworthy AI 

The other notable global AI policy framework is the OECD AI Principles for trustworthy AI. This is a 
comprehensive framework aimed at fostering innovation and trust in AI by promoting responsible 
stewardship of trustworthy AI. It was first adopted in 2019 and revised in 2023 and 2024 to reflect 
technological advancements, including Generative AI. These principles have been endorsed by 47 
countries including both members and non-members of the OECD as well as the G20 member countries. 
The principles guide AI actors in their efforts to develop trustworthy AI and provide policy makers with 
recommendations for effective AI policies. Countries use the OECD AI Principles and related tools to 
shape policies and create AI risk frameworks, building a foundation for global interoperability between 
jurisdictions.36 More specifically, the OECD AI Principles provide recommendations including two 
substantive sections: Principles for responsible stewardship of trustworthy AI and national policies and 
international co-operation for trustworthy AI. The document outlines principles and recommendations for 
AI development and deployment, emphasizing human rights, democratic values, and sustainable 
development. 

Of the 47 countries listed as governments that have committed to the OECD AI Principles, only 2 are 
African States: Egypt and South Africa.37 Since signing on to the OECD AI Principles in 2019, countries 
have been using them as guidance to craft policies to tackle AI risks and capitalise on opportunities. 

Universal Guidelines for AI (UGAI) 

One of the most notable non-binding international agreements that have influenced global AI policy is the 
Universal Guidelines for AI (UGAI). The UGAI were released at the Global Privacy Assembly 
Conference (formerly ICDPPC), held at the European Parliament in October 2018. The UGAI’s main 
purpose is to promote transparency and accountability in the development and deployment of AI systems 
and to ensure that humans retain control over the systems they create38. The guidelines lay down twelve 
core principles to regulate these intelligent computational systems and propose recommendations that can 
improve and inform their design. These include the right to transparency, human determination, 
identification obligation, fairness obligation, assessment and accountability obligation. To emphasize the 
need to ensure that AI systems remain within human control, the guidelines uniquely provide that where it 
is no longer possible to confine the AI system within human control then the system must be terminated. 
Overall, the guidelines present a more forward-looking approach that imposes obligations on policy 
makers as well as AI developers to incorporate practical AI assessments in the design and deployment 
process of the AI models as well as AI policy frameworks. However, they remain challenged with 
implementation due to the lack of enforcement mechanisms. 

UGAI was endorsed by organisations and individual experts across African countries like South Africa, 
Nigeria, Ghana, and Kenya.39 

39 CAIDP (n.d), Universal Guidelines for AI (UGAI), Center for AI and Digital Policy. Accessed 22 March 2025. 
38 CAIDP (2018), Universal Guidelines for AI, Center for Artificial Intelligence and Digital Policy. 
37 OECD.AI Policy Observatory (n.d), OECD AI Principles Overview, OECD. Accessed 22 March 2025. 

36 OECD (2019), AI Principles, the principles for trustworthy AI, adopted on 22 May 2019 and updated on 3 May 
2024. 
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G7 Hiroshima process report on generative artificial intelligence 

The G7 Hiroshima process report on GenAI presents the results of an early stocktaking questionnaire that 
was developed to guide discussions for G7 countries in addressing opportunities and challenges related to 
GenAI.40 The report and questionnaire results represent a snapshot in time and indicative trends identified 
in the first half of 2023. The report views disinformation and associated manipulation of opinions as the 
dominant risks posed by GenAI among risks outlined in the questionnaire. Most G7 members also 
considered intellectual property right infringement as well as rights to privacy as major risks. Threats to 
security (including cybersecurity), manipulation and improper use of data and threats to human rights 
were also highlighted in additional risks. The report also outlines productivity gains, promoting 
innovation and entrepreneurship and improving healthcare, helping to solve the climate crisis, and helping 
to scale personalised education for all as the top five opportunities of generative AI to help achieve 
national and regional goals. 

The report has been reinforced by further research papers which followed in 2024 highlighting key risk 
areas of GenAI similar to those flagged by the G7. The National Institute of Standards and Technology 
(NIST) published a similar report themed AI in Risk Management Framework (RFM); Generative 
Artificial Intelligence Profile which supports most of the above GenAI risks. The NIST report makes 
further progress by assessing risks based on an established RMF. While the Hiroshima report was an 
outcome of a questionnaire feedback from G7 governments, the NIST report does not classify risk from 
most dominant risks. Instead, it introduces five dimensions for assessing GenAI risk, including the stages 
of the AI lifecycle, the scope, the source of AI risk and the timescale.41  

While not specifically focused on Africa, the G7 Hiroshima Process report on generative AI could 
significantly impact the continent through its emphasis on responsible AI development and international 
collaboration, potentially offering opportunities for African nations to leverage AI for development and 
mitigating risks. 

ISO/IEC JTC 1/SC 42 – Artificial Intelligence 

ISO/IEC JTC 1/SC 42 is a subcommittee focused on the standardization of Artificial Intelligence (AI). It 
operates under the Joint Technical Committee ISO/IEC JTC 1, which is a collaboration between the 
International Organization for Standardization (ISO) and the International Electrotechnical Commission 
(IEC).42 The following are the key aspects of the ISO/IEC JTC 1/SC 42 standards that the subcommittee 
has developed so far: 

● Scope: The subcommittee's work includes developing standards for AI, providing guidance to 
other ISO and IEC committees on AI applications, and serving as the focal point for AI 
standardization 

42 ISO (n.d), ISO/IEC JTC 1/SC 42 Artificial intelligence, iso.org.  

41 NIST (2024), Artificial Intelligence Risk Management Framework: Generative Artificial Intelligence Profile, 
NIST Trustworthy and Responsible AI. 

40 OECD (2023), G7 Hiroshima Process on Generative Artificial Intelligence (AI): Towards a G7 Common 
Understanding on Generative AI, OECD Publishing, Paris. 
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● Structure: It consists of several working groups, each focusing on different areas such as 
foundational standards, data, trustworthiness, use cases and applications, computational 
approaches, and computational characteristics of AI systems. 

● Liaisons and Joint Working Groups: ISO/IEC JTC 1/SC 42 collaborates with other committees 
and organizations through various joint working groups. These groups address topics like 
AI-enabled health informatics, functional safety and AI systems, natural language processing, and 
conformity assessment schemes for AI systems. 

● Sustainable Development Goals: The subcommittee contributes to several Sustainable 
Development Goals (SDGs) by developing standards that support various aspects of 
sustainability. 

● Publications: As of now, the subcommittee has published 33 ISO standards and has 36 standards 
under development. 

Although not specifically focused on Africa as a region, this committee contributes with 46 standards to 
the Sustainable Development Goals (SDGs) that include SDG 1, and SDG 3-16.43 

United Nations System White Paper on Artificial Intelligence 

This White Paper was developed as a follow up to the joint session of the High-level Committee on 
Management (HLCM) and the High-level Committee on Programs (HLCP) on the use and governance of 
AI and related technologies in October 2023. The Paper was prepared by the Inter-Agency Working 
Group on Artificial Intelligence. The White Paper analyses UN systems institutional models, functions, 
and existing international normative frameworks applicable to global AI governance.44 

The White Paper focuses on three key areas with focus area one discussing existing normative and policy 
instruments within the United Nations system that serve to inform and shape AI governance. Notably, the 
UNESCO recommendations on ethics of AI are emphasized as one of the key AI frameworks that was 
established to guide member states towards responsible AI development and is complemented by tools 
such as readiness assessment methodologies. International legal frameworks such as the ICCPR that 
establishes the right to privacy, freedom of expression and the right to fair trial as well as the Convention 
on Rights of the Child are largely discussed as one of the binding international legal instruments 
establishing obligations to be complied with by UN member states. 

The second focus area of this White Paper relates to recent proposals for international AI governance 
institutions that are inspired by institutional models or processes of existing entities such as the 
Intergovernmental Panel on Climate Change, the Intergovernmental Science Policy Platform and 
Biodiversity and the IAEA. The main aim for the call for an international AI governance institution is to 
establish a suitable governance model, robust governance structure and effective norm making processes 
for AI governance. 

44 UN (2024), White Paper on Artificial Intelligence, prepared by the Inter-Agency Working Group on Artificial 
Intelligence,  United Nations Systems. 

43 ISO (n.d), ISO/IEC JTC 1/SC 42 Artificial intelligence, iso.org.  
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The third and last focus area pertains to lessons learnt from existing governance structures, inclusive 
normative processes and agile and anticipatory approaches within the United Nations system. The 
analysis covers aspects such as disproportionality, large role of the private sector and the related 
concentration of market power, as well as the need to balance innovation capabilities with safety aspects, 
legal liability, the growing AI divide, the need for inclusivity, the proliferation of principles and 
guidelines related to AI but lack of enforcement, the need to regularly update technical and safety 
standards, in line with the rapid development of AI, and other issues. 

Global AI governance frameworks have taken important steps to establish ethical principles and policy 
guidelines to ensure AI is developed and deployed in ways that respect human rights, promote fairness 
and transparency, and mitigate risks such as bias, discrimination, and security threats. However, 
challenges remain, particularly in translating broad principles into actionable policies and ensuring 
global cooperation on AI regulation. A coordinated, multi-stakeholder approach is still essential to 
translating ethical principles into practical policies that uphold privacy, data protection, and fundamental 
human rights. 

Comparative Analysis: Global AI Governance Approaches 

Regions around the world have adopted diverse approaches to AI governance, seeking to foster 
innovation while addressing the potential risks associated with these technologies. This comparative 
analysis examines the regulatory frameworks across Europe, United States, Canada, South America, 
Pacific Asia, the Middle East, and Oceania, highlighting their efforts to manage the development, 
deployment, and ethical considerations surrounding AI systems. 

Europe 

European Union 

On 1st August 2024, the European Union adopted the Artificial Intelligence Act (AI Act), to promote the 
uptake of human centric and trustworthy AI while ensuring a high-level protection of health, safety and 
fundamental rights of individuals.45 The Act establishes a comprehensive framework for the development, 
distribution, and deployment of AI systems within the EU. While the Act is currently in effect, its 
compliance requirements will be implemented progressively from 2025 to 203046. This phased approach 
ensures that organizations worldwide intending to offer AI systems in the EU market align with the Act’s 
provisions. A fundamental aspect of the AI Act is the creation of harmonized regulations for AI systems 
before introducing them on the EU market. This uniform approach ensures that all AI systems, 
irrespective of their origin, adhere to consistent standards and ethical considerations. At its core, the AI 
Act adopts a risk-based approach, classifying AI systems according to the potential risks they pose. The 

46  European Union Artificial Intelligence Act. 
45  Article 1 of the European Union Artificial Intelligence Act. 

https://artificialintelligenceact.eu/implementation-timeline/
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Act defines categories such as Prohibited,47 high risk,48 limited risk,49 low risk as well as general purpose 
AI models.50 

Risk classification Details 

Prohibited AI Practices The Act prohibits certain AI practices including the 
deployment or use of systems that are purposefully 
manipulative or deceptive, systems used for social scoring 
that lead to detrimental outcomes, predictive policing, the 
use of real time biometric identification systems in public 
spaces for law enforcement except where the use is strictly 
necessary. 

High-Risk   A system is classified as high risk where (1) it is intended to 
be used as a safety component of a product or a product 
covered by EU laws under Annex I of the Act and is required 
to undergo a third-party conformity assessment; or (2) the 
system forms part of the list provided under Annex III of the 
Act, subject to exceptions. 

These systems are subject to mandatory requirements such as 
technical documentation, record keeping, risk management, 
human oversight, etc. More so, the Act allocates key 
responsibilities to key actors along the systems’ value chain. 
This chain includes providers, authorized representatives, 
importers, distributors and deployers. 

Limited Risk These systems present a risk of deceit such as chatbots. To 
ensure that humans are aware that they are interacting with 
an AI system, the Act imposes transparency obligations on 
them 

Low Risk AI systems that present minimal risk such as spam filters do 
not have mandatory obligations under the Act. 

General Purpose AI Models (GPAI) The Act distinguishes GPAI models with systemic and 
non-systemic risks. A model is classified under systemic risk 
where it has high impact capabilities or based on the decision 
of the commission taking into account the criteria under 
Annex XIII. 

50  Chapter V of the European Union Artificial Intelligence Act. 
49  Article 50 of the European Union Artificial Intelligence Act. 
48  Chapter III of the European Union Artificial Intelligence Act. 
47  Article 5 of the European Union Artificial Intelligence Act. 
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Generally, providers of GPAI models must draw up technical 
documentation of their models, draw up a policy to comply 
with copyright laws, and publicize a summary of the content 
used for training the model. On the other hand, providers of 
GPAI models with systemic risk must mitigate the systemic 
risk, track and report serious incidents and ensure adequate 
level of cybersecurity.  

The EU AI Act, while primarily focused on EU markets, indirectly impacts Africa through its 
extraterritorial application, potentially influencing AI governance and regulation in African countries, 
especially those targeting the EU market.  

International companies looking to enter European markets often adjust their global operations to comply 
with European standards. This trend of European regulatory influence in Africa is not new. For example, 
after the EU adopted the GDPR in 2016, many African countries introduced comparable privacy laws. 
Given market dynamics and cross-border business interactions, it is likely that numerous African nations 
will adopt EU-aligned regulatory frameworks.51 

The United Kingdom 

Following its departure from the EU, the UK has charted an independent course to regulating AI. Instead 
of a comprehensive AI legislation, the UK relies on existing laws related to consumer protection, data 
governance, and non-discrimination, applying them to AI technologies within their respective domains. 
Additionally, the government has introduced non-binding guidelines, such as the "pro-innovation" 
approach to AI regulation52, which outlines principles for safe and ethical AI development. Beyond that, it 
offers supportive tools and resources like the AI Standards Hub53 and various public-sector guides54 have 
been established to assist organizations in the responsible deployment of AI systems. By initially utilizing 
existing sectoral regulations and providing non-binding guidance, the government aimed to foster 
flexibility for AI development. Its approach seeks to balance the promotion of AI innovation with the 
imperative to mitigate potential risks.  

Still, the government recognizes the need for a more structured oversight and has since signalled 
forthcoming legislation to address complexities of advanced AI systems. In the King's Speech delivered 
on 17th July 2024, the King indicated plans to “[…] establish the appropriate legislation to place 
requirements on those working to develop the most powerful artificial intelligence models”55, suggesting a 
move towards binding regulations for advanced AI systems. While specific legislative proposals are yet to 
be detailed, experts suggest that “It is not, however, expected to be as comprehensive as the EU's recently 
published AI Act.’’56 

56 Heywood D. (2024), UK AI and data legislation announced in King's Speech, Taylorwessing.com 
55 GOV.UK (2024), The King's Speech 2024, Government of UK.  
54 GOV.UK (2019), A guide to using Artificial Intelligence in the Public Sector, Government of UK. 
53 AI Standards Hub (n.d), About the AI Standards Hub 

52 GOV.UK (2024), A Pro-Innovation Approach to AI Regulation: Government Response, presented to Parliament 
by the Secretary of State for Science, Innovation and Technology by the Command of His Majesty. 

51 Monyango F., Otieno Q. (2024), How EU law will impact AI regulation in Africa, Business Daily. 
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The UK AI Governance Strategy is influencing Africa through partnerships and initiatives such as the UK 
government’s AI for Development programme. This programme, supported with other partners that 
includes Canada, the Bill and Melinda Gates Foundation, the USA and partners in Africa, seeks to fund 
safe and responsible AI projects for development around the world, beginning in Africa, with £80 million 
collaboration announced at AI Safety Summit.57 

The programme aims to expand AI benefits to 700 million people across 46 African languages, position at 
least five African countries as key players in global AI discussions—particularly in leveraging AI for the 
Sustainable Development Goals—establish or scale up a minimum of eight responsible AI research labs 
in African universities, support at least ten nations in developing robust regulatory frameworks for 
responsible and equitable AI, and reduce barriers to entry for African AI innovators in collaboration with 
the private sector.58 

North America 

Across North America, different layers of governance—from federal frameworks to provincial or 
state-level bills—play a prominent role in AI safety and governance. These different layers of regulation 
are designed to foster innovation while ensuring that AI technologies are developed and deployed 
ethically, safely, and in a way that respects individual rights. 

United States of America 

The United States of America (USA) has adopted a multifaceted yet sparse approach to AI governance, 
encompassing federal executive actions, legislative measures, non-binding frameworks, and state-level 
initiatives. This strategy aims to foster innovation while ensuring the safe and ethical deployment of AI 
technologies across various sectors. 

▪ Federal Executive Actions 

In October 2023, President Joe Biden issued the Executive Order on the Safe, Secure, and Trustworthy 
Development and Use of Artificial Intelligence.59 This Presidential directive establishes new standards for 
AI safety and security, protects Americans’ privacy, advances equity and civil rights, and promotes 
innovation and competition. It mandates federal agencies to develop guidelines preventing the misuse of 
AI technologies and encourages collaboration between government, industry, and academia to address AI 
challenges.  

▪ Legislative Measures 

In an effort to build a comprehensive framework for AI safety within the U.S.A, several important 
legislative efforts have been made to regulate AI, offering a framework for its responsible development 
and deployment: 

59 White House (2023), Safe, Secure, and Trustworthy Development and Use of Artificial Intelligence, The Daily 
Journal of the United States Government. 

58 Gov.UK (2023), UK unites with global partners to accelerate development using AI, gov.uk 
57 Gov.UK (2023), UK unites with global partners to accelerate development using AI, gov.uk 
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Legislation Details 

The AI Training Act60 It requires the Office of Personnel Management61 to 
establish AI training programs for federal employees, 
focusing on AI literacy, including understanding AI 
applications, limitations, and ethical considerations. 

 

The National AI Initiative Act of 202062 It coordinates a national strategy for AI research and 
development across federal agencies, establishing the 
National AI Initiative to ensure continued U.S. 
leadership in AI. 

The AI in Government Act63 It aims to improve the use of AI in federal agencies and 
enhance public services by establishing the AI Centre of 
Excellence64 within the General Services 
Administration.65 

The AI Consent Act66 (draft legislation) This proposed bill seeks to protect consumer privacy by 
requiring companies to obtain explicit consent from users 
before using AI to process personal data. 

The Algorithmic Accountability Act67 (draft 
legislation) 

This draft law would require companies to conduct 
impact assessments for high-risk AI systems, aiming to 
prevent bias and discrimination. 

The No Fakes Act of 202368 (draft 
legislation) 

Focused on combating the spread of “deep fakes,” this 
Act seeks to prohibit the unauthorized creation or 
distribution of digital replicas of individuals.69 

 

▪ State Level Initiatives 

69  Sample I. (2020), What are deepfakes – and how can you spot them?, The Guardian. 
68  Congress.GOV (n.d), S.4875 - NO FAKES Act of 2024, 118th Congress (2023-2024). 
67  Congress.GOV (n.d), S.2892 - Algorithmic Accountability Act of 2023, 118th Congress (2023-2024).  

66 Congress.GOV (n.d), All Information (Except Text) for S.3975 - AI CONSENT Act,  118th Congress 
(2023-2024). 

65 GSA (n.d), Delivering effective and efficient government services for the American people, US General Services 
Administration. 

64 CBO (2020), H.R. 2575, AI in Government Act of 2019, Congressional Budget Office. 
63  Congress.GOV (n.d), H.R.2575 - AI in Government Act of 2020,  116th US Congress (2019-2020) 

62 Congress.GOV (n.d), H.R.6216 - National Artificial Intelligence Initiative Act of 2020, 116th US Congress 
(2019-2020) 

61 OPM (n.d), US Office of Personnel Management, Accessed on 10th January 2025. 
60 Congress.Gov (n.d), Statute at Large 136 Stat. 2238 - Public Law No. 117-207 (10/17/2022). 
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In addition to federal actions, several states have adopted their own AI regulations to address localized 
concerns. Some notable examples include: 

Legislation Details 

The Colorado AI Act70 Effective May 17, 2024, this law requires developers of 
high-risk AI systems to take reasonable precautions to prevent 
algorithmic discrimination, mandating risk management 
practices, impact assessments, and consumer notification 
processes.  

New York State's AI Bill71 This bill aims to ensure transparency and accountability in AI 
systems deployed within the state, seeking to protect New York 
residents from risks associated with AI systems by ensuring 
safety, transparency, data privacy, and protection against 
algorithmic discrimination. It seeks to give individuals the 
right to opt out of automated systems, understand AI-driven 
decisions, and demand human interaction when necessary. 

The California AI Transparency Act72 Effective in 2024, this law requires providers of generative AI 
systems to disclose when content is AI-generated, mandate 
publicly available detection tools, and ensure clear disclosures 
in AI-generated content by January 2026. Key provisions 
include:  

o AI Detection Tools: Providers must offer publicly 
accessible AI detection tools at no cost, enabling users to 
assess whether content was created or altered by the 
provider's GenAI system.  

o Manifest Disclosures: Users should have the option to 
include clear and conspicuous disclosures in 
AI-generated content, indicating its artificial origin in a 
manner understandable to a reasonable person.  

o Latent Disclosures: Where technically feasible, 
AI-generated content must contain embedded information 
about its provenance, either directly or via a link to a 
permanent website, providing transparency regarding its 
creation. 

72 California Legislative Information (n.d), SB-942 California AI Transparency Act. 
71 The New York State Senate (n.d), The New York Artificial Intelligence Bill of Rights, 2023-S8209 New York. 

70 Colorado General Assembly (n.d), SB24-205 Consumer Protections for Artificial Intelligence Concerning 
consumer protections in interactions with artificial intelligence systems. 
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o License Revocation: Providers aware of third-party 
modifications that disable required disclosures in licensed 
GenAI systems must revoke the license within 96 hours; 
licensees must cease using the system upon revocation.  

Collectively, the federal and state-level regulations demonstrate a growing commitment to ensuring AI is 
safe, transparent, and fair. However, the fragmented approach to AI regulation across states creates 
challenges for businesses operating nationwide, potentially leading to legal uncertainties and disparities in 
individual protections. 

▪ Non-binding Frameworks 

In addition to formal legislative efforts, the U.S. has adopted several non-binding frameworks that outline 
ethical and safety principles for AI deployment: A Blueprint for an AI Bill of Rights73 was published in 
October 2022, outlining the principles to protect civil rights and democratic values in AI development. 
Similarly, in January 2023, the NIST AI Risk Management Framework74 was developed by the National 
Institute of Standards and Technology (NIST)75 in collaboration with the private and public sectors. It 
provides guidance on managing risks associated with AI technologies. In July 2024, NIST also published 
a complementary Framework called the Artificial Intelligence Risk Management Framework: Generative 
Artificial Intelligence Profile76 in response to President Biden's Executive Order on Safe, Secure, and 
Trustworthy Artificial Intelligence.77 

Historically, U.S. engagement in Africa has primarily centered on social programs, yielding significant 
positive outcomes. However, American policymakers have seldom prioritized economic partnerships with 
the continent, creating a gap that other global players, particularly China, have sought to fill.78  

As African nations increasingly turn elsewhere for economic alliances, integrating AI and other digital 
technologies into U.S. diplomacy and foreign assistance initiatives can drive development progress, 
particularly in trade and investment. Strengthening economic ties between the U.S. and Africa will help 
shift the relationship from one based on aid to a partnership founded on shared economic interests and 
values.79 

79 Day R. (2025), U.S. Development Agencies Should Embrace AI to Transform the U.S.-Africa Relationship, 
Carnegie Endowment 

78 Day R. (2025), U.S. Development Agencies Should Embrace AI to Transform the U.S.-Africa Relationship, 
Carnegie Endowment 

77   White House (2023), Safe, Secure, and Trustworthy Development and Use of Artificial Intelligence, The Daily 
Journal of the United States Government. 

76  NIST (2024), Artificial Intelligence Risk Management Framework: Generative Artificial Intelligence Profile, 
National Institute of Standards and Technology. 

75  National Institute of Standards and Technology. 

74  NIST (n.d), Artificial Intelligence Risk Management Framework (AI RMF 1.0) AI 100-1, National Institute of 
Standards and Technology. 

73 White House (n.d), Blueprint for an AI Bill of Rights: Making Automated Systems Work For The American 
People, accessed 25th February 2025. 
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Canada 

Canada has introduced significant AI legislation to guide the ethical and safe development of AI 
technologies: 

❖ Artificial Intelligence and Data Act (AIDA) 

In June 2022, Canada introduced the Artificial Intelligence and Data Act (AIDA)80 as part of Bill C-27, 
the Digital Charter Implementation Act.81 The Act aims to establish a legal framework for the responsible 
design, development, deployment, and operation of AI systems in Canada. Its key objectives are to ensure 
that AI systems deployed in Canada are safe, non-discriminatory, and align with human rights 
expectations. It mandates that organizations implement measures to identify, assess, and mitigate risks 
related to health, safety, and security. It prohibits the reckless or malicious use of AI systems that could 
result in serious harm to individuals or their interests, thereby safeguarding citizens from potential 
AI-induced risks. To ensure enforcement, the Act grants the Minister of Innovation, Science, and Industry 
the authority to oversee and enforce compliance with AIDA, ensuring adherence to established standards. 

❖ Voluntary Code of Conduct 

In addition to AIDA, in September 2023 Canada launched a Voluntary Code of Conduct on the 
Responsible Development and Management of Advanced Generative AI Systems82. The code sets 
voluntary commitments for organizations to demonstrate responsible development and management of 
generative AI technologies.  

❖ Directive on Automated Decision-Making 

Furthermore, the Canadian government has implemented a Directive on Automated Decision-Making for 
federal agencies.83 This directive provides a framework to ensure that automated decision systems are 
used in a manner that is compatible with core administrative law principles of transparency, 
accountability, legality, and procedural fairness. 

South America 

South American countries are rapidly recognizing the potential of AI to drive economic growth and social 
development, often through a combination of legislation and national strategies that prioritize data 
protection, ethics, and collaboration among stakeholders. 

83 Government of Canada, Directive on Automated Decision-Making. 

82 ISED (n.d), Voluntary Code of Conduct on the Responsible Development and Management of Advanced 
Generative AI Systems, Government of Canada. 

81  LegisInfo (n.d), An Act to enact the Consumer Privacy Protection Act, the Personal Information and Data 
Protection Tribunal Act and the Artificial Intelligence and Data Act and to make consequential and related 
amendments to other Acts, Parliament of Canada. 

80  ISED (n.d), Artificial Intelligence and Data Act, Government of Canada. 
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Brazil 

Following its AI Strategy84 and the AI Summary of the Brazilian Artificial Intelligence Strategy, (EBIA)85 
published in 2021, Brazil proposed Bill No. 2,338/202386 ("Brazil's Proposed AI Bill") in May 2024 to 
govern various aspects of AI, including algorithmic design and technical standards and reinforce the 
principles established by Brazil’s General Data Protection Law (LGPD). Similar to the EU AI Act’s 
approach, a key requirement under this Bill is for AI providers to complete a risk assessment before 
placing an AI system on the market, while indicating the AI’s intended purposes and possible 
applications. Its risk-based approach classifies risk associated with AI systems as either excessive or high 
risk. 

▪ Excessive Risk 

Scope: Includes systems that use subliminal techniques with the potential to harm or endanger 
health or safety, exploit vulnerable groups, or enable government agencies to assign social 
scores to individuals. 

Oversight: The Bill seeks to appoint a specific authority to regulate “excessive risk” AI 
solutions. 

▪ High Risk 

Scope: Covers AI deployed in critical infrastructure, professional education and training, hiring 
processes, decisions about public goods access, prioritizing emergency responses, 
administration of justice, autonomous vehicles, and biometric identification systems. 

Requirements: Providers are expected to meet service quality standards and design these AI 
tools so that human oversight remains integral throughout their operation. 

Peru 

On 2nd May 2024, Peru's Council of Ministers published the draft Regulation for AI Law No. 3181487 
aiming to promote AI as a catalyst for economic and social development. This legislation applies to public 
administration, private enterprises, and civil society, establishing foundational principles for AI 
utilization.  

▪ Key Principles Outlined in the Draft Law 

o Safety, Proportionality, and Reliability: AI systems must be secure, function as intended 
and minimize associated risks through a proportionate approach.  

87 Official Newspaper of the bicentennial the Peruvian, Ley Que Promueve El Uso de La Inteligencia Artificial en 
Fav Ley N 31814 2192926 1. 

86 Draft Bill no. 2338/2023 Regulation of artificial intelligence in Brazil 
85 EBIA (2021),  Estratégia Brasileira de Inteligência Artificial, Government of Brazil. 
84 EBIA (2021),  Estratégia Brasileira de Inteligência Artificial, Government of Brazil. 
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o Transparency and Explainability: Implementing algorithmic transparency and traceability 
measures is essential under the draft law. The aim being to provide users with clear 
information to understand AI system impacts.  

o Human Responsibility and Oversight: individuals bear ultimate responsibility for AI 
system outcomes, necessitating ethical, civil, administrative, and criminal accountability, 
along with mechanisms for human intervention.  

▪ Emphasis Areas of the Proposed Law 

o Risk-Based Security Standards: Setting out security standards tailored to the specific risks 
posed by various AI applications, ensuring proportionate and effective safeguards. 

o Inclusive, Multi-Stakeholder Governance: Encouraging collaboration among government 
entities, private sector participants, academia, and civil society to ensure comprehensive 
AI governance.  

o Internet Governance Principles: Aligning AI development with established internet 
governance frameworks to promote openness and security.  

o AI Privacy: Implementing measures to protect personal data within AI systems and 
ensuring compliance with data protection regulations.  

Complementing this regulatory framework, Peru's National AI Strategy (2021-2026)88 provides a 
roadmap for AI integration across public and private sectors.  

Colombia 

Colombia has adopted a progressive approach to AI governance by implementing various policies and 
initiatives to promote responsible AI adoption to stimulate innovation across economic sectors and 
enhance institutional capacity to manage associated risks. 

In November 2019, Colombia established the National AI Strategy Policy (CONPES 3975)89 which 
outlines Colombia's National Policy90 for Digital Transformation and Artificial Intelligence. The policy 
aims to increase the creation of social and economic value through the digital transformation of both the 
public and private sectors. It focuses on reducing barriers, strengthening human capital, and developing 
ethical frameworks to guide AI implementation.  

In 2021 an AI Expert Mission91 was launched bringing together a diverse group of interdisciplinary 
experts from Latin America, Asia, Australia, the U.S., Canada, and Europe. This initiative focused on 
“translating Colombia’s national AI policies into practice, particularly in areas such as education, the 

91 IDB (n.d), fAIr LAC Colombia project, Republic of Colombia. 

90 National Council of Economic and Social Policy (2019), Política Nacional Para La Transformación Digital E 
Inteligencia Artificial, Republic of Colombia. 

89 National Council of Economic and Social Policy (2019), Política Nacional Para La Transformación Digital E 
Inteligencia Artificial, Republic of Colombia. 

88 Government and Digital Transformation Secretariat - Peru, First Draft of Peruvian National AI Strategy, OECD. 
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future of work, and gender”92. The mission emphasized attracting talent, developing innovative 
multi-stakeholder models to manage AI's impact on employment, and leveraging AI for ecological 
sustainability.  

Chile 

In 2021, Chile introduced its National Policy and Action Plan 2021-2030 on AI93, known as the "AI 
National Policy," which focuses on three key dimensions: the development of enabling factors, the 
advancement of AI technologies, and the integration of ethics, safety, and socio-economic considerations. 
Building on this foundation, Chile unveiled its draft AI legislation, the "Proposed AI Bill94" on 7th May 
2024. Drawing inspiration from the EU AI Act, the Proposed AI Bill aims to foster AI innovation while 
safeguarding human rights through a risk-based framework that also encourages self-regulation for 
lower-risk applications. 

▪ Scope and Applicability of the Proposed AI Bill 

The Bill applies to: 

o Suppliers and Implementers: Both domestic and international entities whose AI systems' 
outputs are utilized within Chile. 

o Importers and Distributors: Including their representatives operating in Chile. 

Exemptions include AI systems developed for national defence, research, testing, and 
open-source AI components.  

▪ Guiding Principles 

The Bill emphasizes human oversight to ensure AI serves humanity while upholding transparency and 
data privacy. It prioritizes fairness, consumer protection, and the elimination of biases, mandating 
compliance with existing privacy and data protection laws to safeguard individual rights. 

▪ Risk-Based Classification 

Similar to the EU AI Act, the Bill adopts a risk-based approach, categorizing AI systems into 
unacceptable, high risk, limited risk and non-evident risk. 

Risk Classification Details 

Unacceptable Risk The Bill prohibits AI systems that are incompatible with 
fundamental rights, such as those inducing harmful behaviours or 
enabling discriminatory social classification. 

94 Ministry General Secrtary of the Presidency (2024), Proyecto De Ley De Inteligencia Artificial, Republic of 
Chile. 

93 Ministry of Science, Technology, Knowledge and Innovation (n.d) Política Nacional De Inteligencia Artificial, 
Republic of Chile. 

92 Berkman Klein Center (2022), BKC Scholars Helped Guide Colombia's AI Policy Implementation as Part of the 
Country's 'AI Expert Mission,' Harvard.edu 
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High Risk AI systems that may adversely affect health, safety, fundamental 
rights, or the environment. These systems are subject to stringent 
requirements, including risk management, data governance, and 
human oversight. 

Limited Risk AI systems that pose minimal risks are required to operate under 
transparent conditions by informing users of AI interaction. 

Non-Evident Risk AI systems not falling into the above categories are considered low 
risk. 

Argentina 

Argentina is working towards establishing a comprehensive framework to regulate AI with an emphasis 
on promoting ethical and responsible use across various sectors. To achieve this, the country has 
developed a draft National AI Plan95 designed to facilitate the adoption and advancement of AI 
technologies. This plan seeks to foster innovation while ensuring that AI development aligns with ethical 
principles and addresses societal needs.  

In June 2023, the Undersecretariat of Information Technologies issued Resolution 2/202396 approving the 
"Recommendations for a Reliable Use of Artificial Intelligence.’’97 These guidelines are directed towards 
the public sector, emphasizing key principles such as security, non-discrimination, sustainability, privacy, 
data protection, human supervision, transparency, explainability, responsibility, accountability, education 
and governance in AI development.  

Notably, in August 2024, Argentine lawmakers introduced Bill 3003-D-202498 to establish a legal 
framework for the responsible use of AI in Argentina, safeguarding citizens' rights and promoting ethical 
and transparent AI applications. It categorizes AI systems based on the risks they may pose into 
unacceptable, high, medium, and low, imposing corresponding obligations on providers, distributors, 
importers and deployers99 to reinforce accountability and consumer protection within the local context.  

Whereas there are benefits to leveraging global insights on AI regulation to shape its path in the AI 
ecosystem, reliance on global insights and frameworks for AI regulation may limit the autonomy of 
African countries in shaping their regulatory approaches tailored to their unique socio-economic and 
technological contexts.100 Additionally, differences in ethical perspectives and cultural norms between 
regions pose challenges in adopting global ethical guidelines, potentially leading to disparities in 

100 Ogonjo F. (2024), Global Developments in AI Regulation and Possible Impact on AI Regulation in Africa, CIPIT. 

99 Digital Policy Alert (n.d), Argentina: Introduced Bill 3003-D-2024 establishing a legal framework for regulation 
of the responsible use of AI including quality of service requirement, Accessed on 11th January 2025. 

98 Applicable Legal Regime For The Responsible Use Of The Artificial Intelligence In The Argentine Republic, 
Republic of Argentina.  

97 Marta Z. (2023), The "Recommendations for a Reliable Artificial Intelligence" Were Approved, Lerman & Szlak  

96 IAPP (2023), Argentina issues Recommendations for Reliable AI, International Association of Privacy 
Professionals. 

95 Bnamericas (2019), Argentina Advances National AI Plan, BN Americas. 
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implementing AI policies in Africa.101 With the formulation of policy at its nascent stages, the continent 
is still grappling with fully understanding the extent to which AI can be utilized while considering 
socio-economic constraints, digital disparities and the creation of infrastructure while still exploring 
innovation capabilities. 

There is a growing trend of regional cooperation and knowledge sharing particularly within the context of 
the Global South. Countries such as Brazil and Colombia are increasingly using AI in sectors such as 
agriculture, healthcare and education, experiences that easily serve as models for African countries. Only 
6 out of 33 countries in Latin American Countries (LAC) have formulated specific strategies or agendas 
for AI adoption and promotion102, comparable to 13 out of 54 countries in the African region. 

Additionally, both regions face similar challenges in leveraging AI, such as limited infrastructure, digital 
literacy gaps and ethical concerns which lead to similar or joint initiatives and solutions. Notable 
initiatives are such as the AI Readiness Assessment project being piloted by UNDP across LAC and 
Africa offering respective governments guidance on ethical AI regulatory approaches.103 

The Pacific Asia 

Countries in Pacific Asia have developed varied regulatory approaches toward Artificial Intelligence (AI), 
ranging from stringent national laws to more flexible, principle-based frameworks. Despite differing 
priorities across nations, the overarching theme in the region is a focus on aligning AI security and ethical 
practices with broader economic objectives. 

China 

China has been proactive in establishing a regulatory framework for AI governance, emphasizing social 
stability, data security, and economic growth. Several key measures have been implemented: 

▪ Algorithmic Recommendation Management Provisions 

Effective from March 2022 these provisions104 regulate the use of algorithmic recommendation services, 
requiring service providers to uphold user rights, ensure transparency and prevent the dissemination of 
harmful information.  

▪ Interim Measures for the Management of Generative AI Services 

104 Chen Q. (2024), China’s Emerging Approach to Regulating General-Purpose Artificial Intelligence: Balancing 
Innovation and Control, Asia Society Policy Institute. 

103 Muschett M., Opp R. (2024), The AI Revolution is Here: How Will Latin America and the Caribbean Respond?, 
UNDP.  

102 Muschett M., Opp R. (2024), The AI Revolution is Here: How Will Latin America and the Caribbean Respond?, 
UNDP.  

101 Ogonjo F. (2024), Global Developments in AI Regulation and Possible Impact on AI Regulation in Africa, 
CIPIT. 
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Implemented on 15th August 2023, these measures105 oversee generative AI technologies, addressing 
privacy concerns, data security, and content screening while promoting innovation. They apply to both 
domestic and foreign companies offering AI services in China - emphasizing transparency and security 
without stifling technological development.  

▪ Deep Synthesis Management Provisions 

Effective from January 2023, these regulations106 govern the use of deep synthesis technologies, including 
deep fakes, to ensure that such technologies are not misused for illegal activities and that generated 
content is clearly labelled to maintain information integrity.  

▪ Proposed Artificial Intelligence Law 

China is deliberating the Artificial Intelligence Law of the People’s Republic of China107 which aims to 
establish generalized standards for AI developers and deployers, with stricter requirements for high-risk 
or "critical" systems. Still in its draft form, this law seeks to make AI developers, providers, and users 
liable for misuse, with allowances for the use of copyrighted materials in training AI models.  

▪ Scientific and Technological Ethics Regulation 

This regulation108 underscores the ethical principles that must guide scientific and technological activities, 
including AI development to ensure they contribute positively to society and adhere to moral standards. 

The race to dominate Africa’s artificial intelligence and critical infrastructure sectors is deeply 
geopolitical, with China aggressively positioning itself as a frontrunner. Through the Forum on 
China-Africa Cooperation (FOCAC), China aims to solidify its leadership within the Global South by 
strengthening ties with Africa, viewing it as both a strategically valuable market and a geopolitical 
partner.109 

Over the past two decades, China has expanded its global influence by developing communication 
networks and enhancing data-surveillance capabilities, with a strong focus on Africa’s growing 
technology markets. A key driver of this expansion has been President Xi Jinping’s Belt and Road 
Initiative (BRI).110 Since its launch in 2013, many African leaders have aligned with Xi’s perspective that 
inadequate infrastructure is a significant barrier to economic growth. As a result, 40 out of 54 African 
nations have entered into BRI agreements.111 

111 Nkwanyana K. (2021), China’s AI Deployment in Africa poses risks to Security and Sovereignty, Australian 
Strategic Policy Institute. 
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107 CSET (2024), Artificial Intelligence Law of the People’s Republic of China (Draft for Suggestions from 
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Some analysts suggest that China’s engagement in Africa extends beyond economic interests, potentially 
serving as a channel to promote its governance model, which emphasizes surveillance technology. 
Beijing’s strategic priorities in the region range from securing access to rare-earth metals to maintaining 
control over crucial maritime routes,112 an approach consistent with China’s broader influence strategies 
in regions such as South America and Eastern Europe. 

Japan 

Initially Japan embraced an agile governance approach to AI by emphasizing flexibility and adaptability 
through non-binding guidelines and voluntary standards. It has since shifted its strategy towards a 
proposed legislation (the “Japanese AI Act113”), although considered “rough114”. This shift in the Japanese 
AI regulation strategy outlines a growing recognition among lawmakers of the need for clear, coherent, 
and comprehensive regulation to address the challenges posed by rapidly advancing AI technologies. 
Below is an overview of Japan's AI initiatives, from its early non-binding guidelines to its current 
legislative proposals. 

▪ Non Binding Guidelines and Voluntary Standards 

Guidelines Details 

AI Governance in Japan Ver. 1.1115 Published by the Ministry of Economy, Trade and 
Industry (METI), these guidelines provide a 
comprehensive overview of AI principles and 
rule-making trends both domestically and 
internationally. It offers a structured framework for 
implementing the Social Principles of Human-Centric 
AI, focusing on human dignity, diversity, inclusion, 
and sustainability.  

AI Utilization Guidelines116 Issued by the Ministry of Internal Affairs and 
Communications (MIC), these guidelines present 
principles for AI utilization, aiming to foster trust in 
AI systems. They emphasize the importance of 
human-centric AI, privacy protection, security, 
fairness, accountability, and transparency. 

116 The Conference toward AI Network Society (2019), AI Utilization Guidelines Practical Reference for AI 
Utilization.  

115 Expert Group On How Ai Principles Should Be Implemented (2021), Report from the Expert Group on how AI 
principles should be implemented, Republic of Japan. 

114  Ibid.  

113 Fujikouge T., Kosuge N., Matsumoto F. (2024), Understanding AI Regulations in Japan - Current Status and 
Future Prospects, DLA Piper. 

112 International Forum for Democratic Studies (2017), Sharp Power: Rising Authoritarian Influence: New Forum 
Report, National Endowment for Democracy.  
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AI Guidelines for Business Ver. 1.0117 In April 2024, METI and MIC jointly released these 
guidelines to support voluntary efforts by business 
operators in AI utilization. They integrate and update 
existing guidelines, reflecting recent technological 
advancements and international discussions on AI 
social implementation. 

 

▪ Proposed Legislation 

Basic Law for the Promotion of Responsible AI (Japanese AI Act)118: In February 2024, the Japanese 
government disclosed a draft of the Japanese AI Act aiming to establish enforceable regulations for AI 
development. The proposed legislation requires AI developers and deployers to disclose information 
about their systems and implement safeguards to protect human rights.  

Japan International Cooperation Agency Knowledge Forum Exploring how AI will Change Africa 
(October 2024) 
 
The JICA Ogata Sadako Research Institute for Peace and Development, in partnership with the United 
Nations University, held a knowledge forum titled “How Will AI Change Africa?” on July 30, 2024. 
The discussion emphasized the significance of African ownership, collaboration, and cross-regional 
partnerships.119 JICA Executive Director Mine underscored the creativity and innovation of African 
students, encouraging Japanese policymakers to welcome more African students and young 
professionals to leverage their expertise in both natural and social sciences. The forum also highlighted 
the entrepreneurial potential of African startups and the concept of "brain circulation," where African 
talent—some of which may receive training in Japan—could work alongside Japanese professionals to 
foster mutual growth and drive solutions to global challenges. 

South Korea 

South Korea's National Strategy for AI120 serves as a foundational framework guiding the country's AI 
initiatives. In December 2023, South Korea's Ministry of Culture, Sports, and Tourism, through the 
Korean Copyright Commission, released the "Guide on Generative AI and Copyright121." The guide 
addresses the intersection of generative AI technologies and copyright law aiming to clarify legal 
uncertainties and promote responsible AI use. It provides guidance to AI businesses, copyright holders, 
and users, emphasizing compliance with existing laws and ethical considerations. It also delineates the 
criteria and procedures for registering AI-generated works for copyright protection, clarifying the legal 
status of such creations.  

121 Ministry of Culture, Sports and Tourism (2024), Guide on Generative AI and Copyright, Republic of Korea. 
120 MSIT (n.d), National Strategy for Artificial Intelligence, Ministry of Science and ICT. 
119 JICA Ogata Research Institute (2024), Knowledge Forum: Exploring How AI Will Change Africa, jica.go.jp.  
118 Supra note 78. 
117 METI (2024), AI Guidelines for Business Ver 1.0 Compiled, Ministry of Economy, Trade and Industry. 
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In 2024, the South Korean National Assembly passed the South Korean Basic AI Act (the “South Korean 
AI Act122”) that encompasses various sub-strategies targeting specific sectors such as data activation and 
semiconductors, aiming to position South Korea as a global leader in AI technology123. Additionally, the 
country has also enacted the South Korean Basic AI Act, which will take effect in January 2026. The Act 
aims to enhance national AI competitiveness and create a reliable environment for AI use. Key 
components include the establishment of a National AI Committee and an AI Safety Research Institute to 
oversee AI policy, support measures for AI development such as research and data centres, and the 
implementation of safety and reliability standards for high-risk and generative AI to mitigate societal 
impacts. 

South Korea is strategically positioning itself by offering customized AI infrastructure services to 
countries with emerging AI capabilities, including several in Africa. This approach not only caters to the 
unique technological needs of these markets but also strengthens South Korea’s global influence in AI and 
innovation.124  

In a joint declaration following the Korea-Africa Summit, both regions underscored their shared 
commitment to developing quality, reliable, sustainable, and resilient infrastructure, including smart 
infrastructure, as a fundamental pillar for strengthening development cooperation.125 This emphasis 
reflects a mutual recognition that advanced, future-ready infrastructure is essential for driving economic 
growth, fostering innovation, and ensuring inclusive digital transformation across Africa. 

South Korea is expanding AI collaboration with African nations through notable initiatives that include 
partnering with Nigeria to establish an ICT and AI training center and introducing AI-powered water 
purification systems in water-scarce regions like Madagascar and Kenya.126 These efforts emphasize 
technology transfer and capacity building, reinforcing South Korea’s commitment to driving AI-enabled 
development in Africa. 

As more African nations integrate digital solutions, the alignment between South Korea’s advanced AI 
expertise and Africa’s growing digital landscape has the potential to foster long-term economic and 
technological growth. 

India 

India is in the process of formulating and implementing policy frameworks to govern various aspects of 
AI regulation. While comprehensive AI-specific regulations are still evolving, several initiatives and 
guidelines are in place to guide the responsible development and deployment of AI technologies. 

126 Eom Yeon T. (2024), Why Africa Matters to South Korea’s Indo-Pacific Strategy, Asia Pacific Foundation of 
Canada.  

125 President of the Republic of Korea (2024), Press Release: Joint Declaration of the 2024 Korea-Africa Summit, 
president.go.kr 

124 Eom Yeon T. (2024), Why Africa Matters to South Korea’s Indo-Pacific Strategy, Asia Pacific Foundation of 
Canada.  

123  Ibid. 

122 Chairman of the Science, Technology, Information, Broadcasting and Communications Committee) (n.d), Basic 
Law on the Development of Artificial Intelligence and Creation of Trust Base (Alternative), National Assembly 
Bill Information System. 
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▪ National Strategy for Artificial Intelligence 

India’s AI strategy, dubbed "AI for All", aims to leverage AI for inclusive growth and development. This 
vision is articulated through the National Strategy for Artificial Intelligence (‘NITI Aayog”)127 which 
encourages scalable AI solutions for global deployment.  

Spearheaded by NITI Aayog, the strategy focuses on integrating AI across sectors such as healthcare, 
agriculture, education, and smart cities. It emphasizes the development of scalable solutions that can be 
deployed globally, positioning India as a leader in AI innovation.  

In February 2021, India released Part 1 of its Principles for Responsible AI as a continuation of its 
national AI strategy, outlining a framework for building an ethical and responsible AI ecosystem across 
various sectors. This was followed by Part 2 in August 2021, which focused on translating the ethical 
principles from Part 1 into practical implementation.128 

▪ Digital India Act 

To regulate high-risk AI systems, the Indian government is drafting the Digital India Act (DIA)129 
intended to replace the outdated Information Technology Act of 2000. The DIA aims to address 
contemporary digital challenges, including those posed by AI, ensuring user safety and privacy while 
fostering innovation.  

Although India's approach to AI regulation has at times seemed uncertain, the country is making steady 
progress toward developing a clear regulatory framework and governance mechanism, particularly as it 
takes on a more significant role in international AI cooperation.130 

Middle East 

The Middle East has demonstrated ambitious goals for AI-driven economic diversification. Many nations 
here emphasize tailored regulations to harness AI’s potential responsibly, reflecting a balance between 
legal oversight and strategic investments. 

Israel 

Israel is developing a nuanced approach to AI governance, with sector-specific self-regulation and 
modular experimentation. This strategy is detailed in the Israeli AI Regulation and Policy White Paper131 
(the “White Paper”) which outlines ethical principles and practical recommendations for AI development 
and deployment, as well as a Policy on Artificial Intelligence Regulation and Ethics132 (the “Israel’s AI 
Policy”) unveiled in December 2023.  

132 Ministry of Innovation, Science and Technology (2023), Israel's Policy on Artificial Intelligence Regulation and 
Ethics, Government of Israel.  

131 Cahane A. (2022), Israeli AI Regulation and Policy White Paper: a first glance, Robotics and AI Society. 

130 Sharma P., Sarma A., Basrur A., Tripathi P. (2023), AI Governance in India: Aspirations and Apprehensions, 
Observer Research Foundation.  

129 Drishtiias (2023), India’s Digital Future: The Digital India Act 2023, Accessed 11th January 2025. 
128 Shaheen N. (2025), The Future of AI Regulation in South Africa, India, and Brazil, Crowell. 
127 NITI Aayog (2018), National Strategy for Artificial Intelligence. 
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▪ Israel’s AI White Paper 

Similar to the EU’s AI Act, the White Paper adopts a risk-based approach, tailoring regulatory measures 
to the specific risks associated with different AI applications.  

Furthermore, the White Paper favours sector-specific self-regulation, allowing industries to develop 
guidelines that address their unique challenges and opportunities. Additionally, Israel promotes modular 
experimentation through initiatives like regulatory sandboxes, providing controlled environments for 
testing AI technologies under regulatory supervision.  

▪ Israel’s AI Policy 

Israel’s AI Policy outlines the nation's approach to artificial intelligence, emphasizing innovation, ethical 
considerations, and international collaboration. Key initiatives include investing in AI research and 
development, establishing regulatory frameworks to ensure responsible AI use and fostering partnerships 
with global AI leaders. The strategy also highlights the importance of public engagement and education to 
prepare the workforce for AI integration across various sectors.  

The main recommendations from Israel’s AI Policy are:  

● Adopting sectoral regulation  

● Consistency with existing regulatory approach of leading countries and international 
organizations  

● Adopting a risk-based approach  

● Using "soft" regulatory tools intended to allow for an incremental development of the regulatory 
framework  

● Fostering cooperation between the public and the private sectors. 

Saudi Arabia 

Saudi Arabia's National Strategy for Data and Artificial Intelligence (NSDAI)133 outlines an ambitious 
plan to position the kingdom among the world's leading AI economies by 2030. This strategy emphasizes 
attracting over $20 billion in investments and fostering a robust ecosystem of more than 300 AI 
startups.134  

▪ Incentives for External Investors and Startups 

To achieve these objectives, Saudi Arabia is implementing several initiatives: 

134 Malic C. (2020), Saudi national AI strategy sets $20 billion investment target, carringtonmalin.com 
133  Saudipedia (2020), National Strategy for Data and AI (NSDAI), Accessed 11th January 2025. 
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o Investment Funds: The Public Investment Fund (PIF) has announced the establishment of a $40 
billion135 fund dedicated to AI, aiming to attract and support both local and international 
startups.  

o Regulatory Sandboxes: The kingdom offers world-class regulatory sandboxes136 to facilitate the 
development and deployment of AI-powered technologies, providing a controlled environment 
for innovation.  

o Startup Ecosystem: By 2030137Saudi Arabia aims to host more than 300 active data and AI 
startups, creating a vibrant ecosystem that encourages entrepreneurship and technological 
advancement.  

▪ Legal and Ethical Frameworks 

Saudi Arabia is committed to establishing robust legal and ethical guardrails to ensure responsible AI 
adoption leveraging the existing legal privacy framework while building its Ethical AI framework: 

o Personal Data Protection Law (PDPL)138: Enacted to safeguard individual privacy, the PDPL 
regulates the collection, processing, and sharing of personal data, ensuring that AI systems 
operate within defined ethical boundaries.  

o Ethical AI Framework: Developed by the Saudi Data and Artificial Intelligence Authority 
(SDAIA)139, this framework ensures that AI technologies are used ethically, with a focus on data 
security and individual control over personal information.  

United Arab Emirates 

The United Arab Emirates (UAE) has demonstrated a proactive approach to AI by establishing the 
world's first dedicated AI Ministry in 2017.140 The Ministry of State for Artificial Intelligence, Digital 
Economy, and Remote Work Applications, led by Minister Omar Sultan Al Olama, coordinates National 
AI initiatives and policies.  

▪ National AI Initiatives 

AI Initiative Details 

National Program for Artificial Intelligence This program serves as a comprehensive 
framework and set of resources141 to integrate AI 
technologies across various sectors aiming to 

141 UAE (n.d), AI Resources - The Official Portal of the UAE Government, Telecommunications and Digital 
Government Regulatory Authority. 

140 Katzenberg J. (2024), Omar Al Olama, Time. 

139 ITButler (n.d), SDAIA’s Framework for Ethical AI and Data Privacy in Saudi Arabia, Accessed 12th January 
2025. 

138 SDAIA (n.d), Data Protection, Saudi Data and Artificial Intelligence Authority. 
137 Ibid. 
136 Gov.SA (n.d), National Strategy for Data and AI, Kingdom of Saudi Arabia. 
135 Booth H. (2024),Yasir Al-Rumayyan - Governor of Saudi Arabia’s Public Investment Fund, Time. 
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enhance government performance and create 
innovative solutions for future challenges. 

AI Ethics Principles and Guidelines The UAE has developed a set of ethical 
guidelines (“AI Ethics Principles & 
Guidelines”)142 to ensure responsible AI 
development and deployment. These principles 
emphasize fairness, transparency, and 
accountability, guiding AI practitioners in 
aligning their systems with societal values. 

Generative AI Guide Recognizing the transformative potential of 
generative AI, the UAE has published a guide143 
to facilitate its adoption in sectors such as 
education, healthcare, and media. The guide 
outlines best practices and ethical considerations 
for utilizing generative AI applications. 

Notably, in September 2023 the Dubai International Financial Centre (DIFC) enacted Regulation 10,144 
becoming the first in the Middle East, Africa, and South Asia (MEASA) region to regulate the processing 
of personal data through autonomous and semi-autonomous systems, including AI.  

The UAE, and Saudi Arabia have shown a strong commitment to advancing and implementing AI 
technologies. Businesses in these countries are making significant investments in emerging technologies, 
with government support as early adopters. However, AI adoption has been slower outside the Gulf 
economies, primarily due to variations in infrastructure and access to skilled labor—both essential 
factors for AI development.145 

Oceania 

In Oceania, policymakers generally take a measured view of AI, emphasizing voluntary standards, 
consultative policy papers, and discussions around ethics. This approach aims to manage AI’s risks while 
preserving an environment conducive to research and innovation. 

Australia 

Australia is advancing its AI governance through a series of strategic initiatives aimed at ensuring the safe 
and responsible development and deployment of AI technologies. 

▪ AI Action Plan 

145 Anderson S., Clark H., Boxshall R., Hosseini A. (n.d), US$320 billion by 2030? The potential impact of Artificial 
Intelligence in the Middle East, PWC. 
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The Australian Government has implemented an AI Action Plan146 to position Australia as a global leader 
in AI by fostering innovation and building public trust in AI technologies. The plan outlines strategies to 
promote AI development while ensuring that its adoption aligns with national interests and ethical 
standards. 

▪ Voluntary AI Safety Standard 

In August 2024, the Australian Government introduced the Voluntary AI Safety Standard147 that provides 
practical guidance for Australian organizations on the safe and responsible use of AI. The standard 
comprises ten guardrails that address various aspects of AI governance including accountability 
processes, risk management, data governance, and human oversight. It serves as an immediate measure to 
guide businesses in implementing best practices ahead of potential mandatory regulations.  

▪ Policy on Responsible AI Usage within Government 

In September 2024, the Australian Government published a policy on responsible AI usage within 
government agencies148. The policy encourages agencies to appoint accountable officials and conduct 
structured risk assessments, reflecting a commitment to secure AI deployments in public sector 
operations. The policy emphasizes the importance of transparency, accountability, and ethical standards in 
AI applications used by government entities. 

New Zealand 

New Zealand prioritizes ethical and human-focused AI, advancing this commitment through a range of 
key initiatives: 

▪ Algorithm Charter for Aotearoa New Zealand149 

Launched in July 2020, this charter represents a commitment by government agencies to manage their use 
of algorithms in a fair, ethical, and transparent manner. It aims to ensure that data-driven decisions are 
made responsibly, with appropriate human oversight and consideration of the impacts on individuals and 
communities.  

▪ Privacy Act 2020 

The Privacy Act 2020150 governs the handling of personal information in New Zealand, including data 
used in AI systems. It sets out principles for the collection, use, and disclosure of personal data, ensuring 
that AI implementations respect individuals' privacy rights. The Office of the Privacy Commissioner 

150 Parliamentary Counsel Office (n.d), Privacy Act 2020, Government of New Zealand. Accessed 12th January 
2025. 

149 Stats.nz (2020), Algorithm Charter For Aotearoa New Zealand, Government of New Zealand. 

148 Digital Transformation Agency (2024), Policy for the Responsible use of AI in Government, Australian 
Government. 

147 Department of Industry, Science and Resources (2024), Voluntary AI Safety Standard, Australian Government. 
146 OECD (2023), Australia’s AI Action Plan, Australian Government. 
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provides guidance151 on applying these principles to emerging technologies, including the use of 
generative AI tools. 

▪ Cabinet Paper on AI Regulation (July 2024) 

In July 2024, the Minister of Science, Innovation, and Technology published a Cabinet paper proposing a 
strategic approach to AI152 in New Zealand. The paper advocates for a "light-touch, proportionate, and 
risk-based approach153," aiming to boost public and economic confidence in AI while encouraging 
innovation.  

Conclusion 

In conclusion, the AI regulatory approaches across different regions reveal a broad spectrum of strategies 
that seek to balance innovation, economic growth, and ethical considerations. The Pacific Asia countries 
exhibit a blend of strict laws and flexible guidelines, with China taking a proactive stance through a series 
of targeted regulations to ensure data security, social stability, and responsible AI deployment. Japan, 
initially focused on voluntary frameworks, has shifted towards more formalized legislation, emphasizing 
human rights and transparency. South Korea has its eyes set on robust national strategies and AI-specific 
acts while India’s emphasis on inclusivity, through its “AI for All” initiative, reflects a commitment to 
leveraging AI for socioeconomic development.  

The Middle East shows ambition in its AI regulatory frameworks, with nations like Saudi Arabia and the 
UAE seeking to establish leadership in AI technology while addressing ethical and legal concerns. Israel 
stands out for its sector-specific self-regulation and a risk-based approach to AI oversight, while in 
Oceania, Australia and New Zealand maintain a careful balance between fostering innovation and 
ensuring responsible AI usage, prioritizing ethical frameworks and voluntary standards. 

Europe’s approach, spearheaded by the EU’s AI Act, remains one of the most comprehensive and 
stringent, focusing on risk-based regulation and strict governance to ensure safety, fairness, and 
accountability in AI applications. The EU's emphasis on ethical AI aligns with its broader commitment to 
human rights, providing a clear example of regulation that seeks to protect individuals while promoting 
technological advancement. The United States, while less centralized in its regulatory approach, focuses 
heavily on fostering innovation and maintaining AI leadership through initiatives like the AI Bill of 
Rights and the National AI Initiative Act. However, it faces challenges in harmonizing state-level 
regulations with federal efforts, creating a more fragmented landscape.  

In light of Africa’s nascent AI policy development and implementation, drawing on global insights for AI 
regulation would offer valuable guidance. However, over-reliance on international frameworks may 
restrict African countries' ability to develop regulatory approaches suited to their unique socio-economic 
and technological contexts.154 Moreover, differences in ethical perspectives and cultural norms across 

154 Ogonjo F. (2024), Global Developments in AI Regulation and Possible Impact on AI Regulation in Africa, CIPIT. 
153 Ibid.  

152 Ministry of Business, Innovation and Employment (2024), Approach to work on Artificial Intelligence, 
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151 Privacy Commissioner (2023), Artificial Intelligence and the Information Privacy Principles, Government of New 
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regions create challenges in adopting global ethical guidelines, potentially leading to inconsistencies in AI 
policy implementation.  

Africa continues to navigate the balance between leveraging AI's potential, addressing socio-economic 
constraints, bridging digital divides, and building infrastructure while fostering innovation. Collectively, 
these regions’ varying strategies underscore a global recognition of AI's transformative potential, with 
each adapting its regulatory frameworks to address local needs, values, and priorities while navigating the 
complexities of ensuring ethical and responsible AI development. 

AI Governance in Africa: Policies, Frameworks, and 
Emerging Trends 

Africa occupies a unique position in the global AI landscape, marked by its rich cultural diversity, 
evolving social dynamics, and distinct economic challenges. As the continent rapidly embraces AI to 
address pressing issues in sectors such as agriculture, healthcare, education, and financial services, it faces 
the significant challenge of relying largely on technologies developed outside its borders.155 This reliance 
on foreign AI systems often introduces issues such as bias, misalignments with local values, and 
disparities in data governance, which amplify privacy and ethical concerns. Additionally, the deployment 
of AI raises critical issues, such as the adequacy of informed consent, transparency of algorithms, and the 
accountability of developers and deployers.156  

Common Challenges  

Challenges persist even across national approaches to governance that include resource limitations, 
infrastructure constraints, and the need for enhanced technical expertise. The Global and Continental AI 
Governance Trends report highlights that many African nations face significant hurdles in implementing 
comprehensive AI governance frameworks, particularly in terms of funding and institutional capacity.157  

Infrastructure development remains a critical concern, with many countries struggling to provide the 
necessary technological backbone for AI implementation. According to the International 
Telecommunication Union, Africa still records the highest fixed Internet costs in the world, with 
broadband Internet services representing 14.8% of the monthly gross national income per capita, 
compared to a global average of 2.9%.158 

Alive to the challenges and opportunities of AI, the continent has made efforts to regulate adoption and 
use of AI. Future directions in African AI governance show promising trends toward increased regional 
cooperation and harmonized standards. Many countries are moving toward more structured approaches to 
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AI governance, with emphasis on ethical considerations and human rights protection.159 The African 
Union's Digital Transformation Strategy 2020-2030 provides a continental framework that supports these 
national efforts, encouraging member states to develop comprehensive AI strategies while maintaining 
focus on local contexts and needs.160 While we look up to universal/global standards of AI, we must 
ensure that those principles are tailored to meet our local contexts while maintaining relevance globally.161  

Continental Approaches 

The African Union (AU) has taken a proactive role in shaping AI governance across the continent. In July 
2024, the AU Executive Council endorsed the Continental AI Strategy during its 45th Ordinary Session in 
Accra, Ghana (African Union [AU], 2024). This strategy underscores Africa's commitment to an 
Africa-centric, development-focused approach to AI, promoting ethical, responsible, and equitable 
practices162 (African Union [AU], 2024). 

With the aim of strengthening regional and global cooperation as well as position Africa as a leader in 
inclusive and responsible AI development, the Continental AI Strategy calls for unified national 
approaches among AU Member States to navigate AI-driven change. The strategy recognises the potential 
of AI to stimulate economic growth, create new industries, drive innovation, generate employment 
opportunities, and support the preservation of Africa's cultural heritage.163 

Guided by the principles of ethics, inclusion and diversity, human rights and human dignity, people's 
well-being, peace and prosperity, the strategy prioritises the development and adaptation of AI systems to 
Africa's context.164 It emphasises a multi-tiered governance approach grounded in ethical principles, 
democratic values, and human rights to mitigate risks and promote transparency and accountability.165 

The strategy proposes a framework that is people-centric, development-oriented, and inclusive with the 
following focus areas: 

● Harnessing AI's benefits for Africa's development: This involves promoting the use of AI in 
key sectors such as healthcare, agriculture, education, and environmental protection. 

● Building AI capabilities across the continent: This includes investing in research and 
development, infrastructure, and skills development to strengthen Africa's AI ecosystem. 

● Minimising AI's risks and maximising its societal benefits: This involves addressing ethical 
concerns, ensuring data protection, and promoting responsible AI development and use. 

● Stimulating investment in AI research and innovation: This includes creating incentives for 
investment in AI and supporting the development of an African AI industry. 
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● Fostering cooperation and partnerships on AI: This involves promoting collaboration among 
African countries, as well as with international partners, to advance AI development and 
governance. 

Additionally, the AU Continental AI Strategy serves as a guiding framework for African countries as they 
develop their national AI strategies and regulatory frameworks. Notably, a number of countries in the 
continent are in the process of developing national AI strategies or forming task forces to look into the 
regulation of AI.  

The Strategy emphasizes that AI must serve as a force for good, enabling social and economic 
development while respecting human rights. This includes harmonizing data protection laws across the 
continent to address cross-border data flows and ensuring accountability in AI governance166. It 
recognizes the contributions of data protection laws across the continent but points out that they might be 
insufficient in addressing algorithmic bias and discrimination issues. It calls on the countries in the region 
to update their data protection laws in consideration of the new uses and applications of AI generated 
data. Additionally, it proposes that the governance of AI in the continent takes up a multi-tiered approach 
which will ensure the responsibility of AI ecosystems, equal distribution of the benefits of AI, risk 
mitigation and transparency and accountability in the development and use of AI in Africa. For this 
approach to be robust, it proposes the alignment of AI regulation with existing laws and frameworks 
including intellectual property, access to information, electronic communication and transaction laws, 
consumer protection laws, cybersecurity laws et al.167  

In addressing risk identification and mitigation, the strategy calls for the development and roll-out of AI 
assessments and evaluation tools such as UNESCO’s Ethical Impact Assessment.168 As a supplementary 
measure it also proposes ongoing research and evaluation to identify new risks, assess efficacy of 
governance tools, review of global best practices, co-development of policy innovations with policy 
makers and regulatory sandboxing.169 

Nevertheless, to strengthen AI governance across the continent, several key actions are recommended: 

Recommendation         Details 

Establish continental standards 
for: 

 

 

▪ AI system testing and certification 

▪ Data protection and privacy 

▪ Cross-border data flows 

▪ Indigenous knowledge protection 

169 Ibid. 
168 Ibid. 
167 Supra, note 134. 
166 Ibid. 



 

Develop capacity building 
programs focusing on: 

 

 

▪ Technical expertise in AI governance 

▪ Policy development and implementation 

▪ Regulatory enforcement 

▪ Community engagement 

Create mechanisms for: 

 

 

▪ Regular policy review and updates 

▪ Stakeholder consultation 

▪ Impact assessment 

▪ Cross-border coordination 

Strengthen institutional 
frameworks through: 

 

 

▪ Regional centres of excellence 

▪ Collaborative research programs 

▪ Knowledge sharing platforms 

▪ Technical assistance programs 

Regional Approaches 

The landscape of AI governance across Africa presents a complex mosaic of regulatory approaches and 
policy initiatives, reflecting the continent's varied stages of technological development and differing 
national priorities. African nations have increasingly recognized the need for structured approaches to AI 
governance, though implementation levels and methodologies vary significantly across regions. This 
diversity in approach reflects both the challenges and opportunities facing African nations as they work to 
harness AI's potential while ensuring responsible and ethical development. 

East Africa 

East Africa has become a focal point for AI governance. While the AI landscape in East Africa is still 
nascent, countries in this region are increasingly using Generative AI tools and contemplating AI 
regulation. As the fastest growing region in Africa—with a growth rate of 4.7% in 2024 and an expected 
rate of 5.7% in 2025–26—East Africa may be positioned to lead Africa’s AI movement.170 

170 Kayondo S. (2024), East Africa's AI Revolution: Growth, Innovation, and Challenges, Natlawreview.  
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For instance, Uganda has seen a surge in the use of Generative AI tools like ChatGPT, Gemini, and 
Perplexity AI. Additionally, the government has established a National AI Taskforce to develop a 
comprehensive report that will guide the country’s AI strategy.171 This aligns with efforts in neighboring 
countries such as Rwanda, Kenya, and Tanzania, which are also advancing their AI policy and regulatory 
frameworks. 

Rwanda has emerged as a regional leader, setting a strong precedent with the launch of its comprehensive 
National Artificial Intelligence Policy. The policy is closely aligned with Rwanda’s Vision 2050 and the 
Smart Rwanda Master Plan,172 emphasizing Rwanda’s ambition to become an African hub for innovation 
and a Centre of Excellence in AI.173 The country’s AI policy focuses on six key areas: AI literacy, 
infrastructure, data strategy, sectoral adoption, legal frameworks, and ethical considerations, creating a 
robust foundation for AI’s development in the region. The Rwandan approach to AI governance is 
distinctive for its commitment to fostering a trusted data ecosystem, which is essential for AI systems to 
function effectively and responsibly. 

Kenya’s approach to AI governance is more pragmatic, focusing on immediate, practical applications of 
AI while also laying the groundwork for broader regulatory frameworks. The launch of Kenya's National 
AI Strategy in April 2024 marked a significant milestone in the country’s efforts to build a governance 
framework that can guide the responsible adoption of AI technologies.174 Kenya has paid special attention 
to sector-specific challenges, particularly in regulating AI-driven disinformation, a growing concern in the 
era of social media. Furthermore, the establishment of task forces, such as the Media Council of Kenya’s 
taskforce on Data and AI Guidelines, reflects the country’s targeted and responsive approach to AI 
regulation.175  

The Kenyan government has also taken decisive steps to regulate the misuse of AI-driven tools that 
threaten democracy, as evidenced by President William Ruto's announcement of new regulatory measures 
aimed at preventing the abuse of AI technologies.176 These measures are part of a broader initiative to 
strengthen public participation and improve governance while boosting service delivery through 
technological innovation. 

Key drivers of AI growth in East Africa include the region’s rapid digital transformation, with Kenya at 
the forefront in digital maturity, as highlighted by the Global System for Mobile Communications 
(GSMA).177 The expansion of e-payment and fintech solutions has also played a crucial role in 
accelerating digital adoption. In Kenya, for instance, the widespread use of M-Pesa has significantly 
boosted financial inclusion, surpassing 80% in recent years, according to the Central Bank of Kenya 

177 Kayondo S. (2024), East Africa's AI Revolution: Growth, Innovation, and Challenges, Natlawreview.  
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(CBK).178 On the regulatory front, existing electronic laws have laid the foundation for governing 
software businesses and supporting technological advancements in the region. 

Similarly, the expanding data centers, cloud infrastructure, and significant FDI is also contributing to the 
region’s growth. Microsoft and G42’s $1 billion initiative includes AI model development in Swahili, an 
AI Innovation Lab, connectivity investments, and secure cloud services in collaboration with Kenya, 
efforts which will enhance computing power and support AI scalability across the region.179 

Despite positive advancements, AI adoption in East Africa faces key legal and regulatory challenges. 
Inadequate AI infrastructure, including limited AI-optimized hardware and high-speed networks, hinders 
widespread adoption.180 The shortage of skilled AI professionals is further exacerbated by an outdated 
education system. Rising digital taxes, such as VAT and DSTs on electronic services, increase costs and 
slow digital inclusion.181 Additionally, restrictive measures like internet and mobile money shutdowns, 
particularly during elections, disrupt economies and erode investor confidence. Without strategic 
interventions, AI-driven technological convergence could amplify sector-wide disruptions in 
communications, banking, health, and education.182 

While East Africa is positioned for AI expansion and growth, the speed and depth of such AI 
development will be determined by domestic and global factors including the surge in global AI 
investment in the region and countries’ approaches to regulation. 

West Africa 

West African countries are taking an approach to AI governance that prioritizes an Africa-centric 
framework, focusing on developing local solutions, prioritizing data sovereignty, promoting ethical 
considerations, and fostering collaboration between governments, academia, and the private sector. The 
region also seeks to actively address potential risks and inequalities by building capacity through 
education and training initiatives, while aiming to leverage AI for socio-economic development. 

West Africa is seeing strong leadership in AI governance, particularly from Nigeria, which has positioned 
itself as a pioneer on the continent. Nigeria’s journey began with the establishment of the National Centre 
for Artificial Intelligence and Robotics (NCAIR) in November 2020183, the first dedicated AI center in 
Africa. This was followed by the drafting of the National AI Policy in March 2023,184 developed through 
a collaborative process involving government bodies, industry experts, and academia. The policy aims to 
position Nigeria as a leader in AI governance and innovation in Africa. The publication of the draft 
National AI Strategy (NAIS) in August 2024185 for public participation marked another key milestone, 
allowing stakeholders to contribute to the development of Nigeria's AI regulatory framework. 
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Ghana’s national AI strategy186 focuses heavily on ethical considerations, digital literacy, and capacity 
building. In partnership with the Mozilla Foundation, Ghana has developed AI ethics guidelines that 
shape the country’s approach to AI development. The Digital Ghana Agenda,187 which incorporates AI as 
a key component, emphasizes education and training to ensure that Ghanaians are equipped to engage 
with AI technologies. Public-private partnerships have been a hallmark of Ghana’s strategy, with the 
country collaborating with international technology companies and academic institutions to promote AI 
research and development.188 

In Benin, the National Strategy for Artificial Intelligence and Big Data (SNIAM), spearheaded by the 
Ministry of Digital and Digitalization, aims to establish Benin as a prominent player in the AI and big 
data domains by 2027.189 This strategy was officially adopted by the Council of Ministers on 18 January 
2023 and focuses on technological solutions tailored to the nation’s needs, especially in sectors like 
education, health, agriculture, living environment, and tourism. Additionally, Senegal,190 Sierra Leone,191 
have also enacted national AI strategies demonstrating their commitment to leveraging artificial 
intelligence for economic growth, innovation, and public service enhancement.  

West African countries are advancing AI governance through an Africa-centric approach that prioritizes 
local solutions, data sovereignty, ethics, and cross-sector collaboration. Nigeria leads with the National 
Centre for AI and Robotics (NCAIR) and its National AI Strategy (NAIS), while Ghana integrates AI into 
its Digital Ghana Agenda, emphasizing ethics and capacity building. Benin’s AI and Big Data Strategy 
(SNIAM) focuses on key sectors like health and education, as do Senegal and Sierra Leone strategies 
demonstrating the region’s commitment to leveraging AI for innovation, economic growth, and public 
service enhancement. 

North Africa 

AI advancements in the North African countries have yet to meet the expectations and challenges of the 
AI revolution, as the digital divide between the Global North and South remains significant. The 
governments in the region have made limited investments in structuring and governing data generated by 
state institutions, businesses, and society.192 Like many Global South nations, they face challenges related 
to data accessibility, infrastructure, and human capital.193 However, these countries hold strong potential 
to overcome these barriers, thanks to their vibrant innovation ecosystems, a tech-savvy youth eager to 
embrace AI, dynamic startup environments, and a skilled AI-focused diaspora willing to contribute to 
development efforts. 

Egypt’s National AI Strategy, launched in 2020, focuses on AI’s potential to improve sectors such as 
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healthcare, agriculture, and transportation, while also addressing the ethical and regulatory challenges 
posed by AI. The Egyptian President Abdel Fattah El-Sisi unveiled the second edition of the National 
Artificial Intelligence Strategy 2025–2030, reinforcing the country’s commitment to harnessing AI for 
innovation, economic growth, and improved living standards.194 The strategy aims to position Egypt as a 
leading AI hub in the MENA region, with a goal of increasing the ICT sector’s GDP contribution to 7.7% 
by 2030. It is built on six key pillars: governance, infrastructure, technology, data, ecosystem, and 
talent.195 The plan also sets ambitious targets, including the creation of over 250 AI companies and 
training 30,000 AI professionals by 2030. 

Morocco has similarly prioritized AI in its national development agenda, focusing on fostering innovation 
while ensuring that AI deployment respects human rights and ethical norms. The country has adopted a 
multi-faceted approach that integrates AI into its industrial and economic strategies, while simultaneously 
considering the social and ethical impacts of AI technologies.  

Morocco has strengths relating in particular to connectivity, access to data, cybersecurity, and the 
protection of personal data, which are fundamental and structuring foundations of any AI ecosystem 
efficiently.196 

While Tunisia lacks specific AI regulation, it has had AI related initiatives including most recently, the 
announcement that its first public institute that specialises in artificial intelligence (AI) starting its work at 
the University of Tunis in September of 2024.197 

North African countries are at a pivotal moment in their AI development journey. While challenges such 
as limited infrastructure, data accessibility, and governance gaps persist, the region has demonstrated a 
strong commitment to AI-driven transformation. Countries like Egypt, Morocco, and Tunisia are 
leveraging their innovation ecosystems, skilled youth, and growing AI talent pools to position themselves 
as regional leaders. Egypt’s ambitious AI strategy, Morocco’s structured approach to AI integration, and 
Tunisia’s recent establishment of a dedicated AI institute reflect a broader regional effort to harness AI for 
economic and societal advancement.  

Southern Africa 

The Southern African Development Community (SADC) Regional Economic Community (REC) member 
states, particularly Namibia and South Africa, have taken steps toward fulfilling their commitment to 
developing AI policies and regulations to mitigate high-risk AI use, as outlined in the Windhoek 
Statement on AI.198 

South Africa led these efforts by implementing recommendations from AI and 4IR experts, including 
establishing an AI Institute199 and investing in human capital. The Department of Communications and 
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Digital Technologies established the AI Expert Advisory Council and launched the Artificial Intelligence 
Institute of South Africa (AIISA).200 South Africa collaborated with the Smart Africa Alliance to create 
the Smart Africa Blueprint on AI,201 which influenced the country’s AI strategy development. The 
country's approach is particularly noteworthy for its emphasis on research and development, evidenced by 
the establishment of the WEF Affiliated AI Centre focusing on AI Ethics and the Centre for Artificial 
Intelligence Research (CAIR).202 Additionally, policymakers prioritized finalizing the draft Cloud and 
Data Policy as well as the development of a clear national AI policy.203  

Meanwhile, Namibia engaged in discussions with UNESCO to implement the UNESCO 
Recommendation on AI, a project led by the Ministry of Higher Education, Training, and Innovation, in 
tandem with the UN agency.204 

Beyond these countries, Zambia also made strides in AI development by launching its National AI 
Strategy205 in collaboration with the Tony Blair Institute for Global Change and other international 
partners. The strategy aims to accelerate digital transformation, create new job opportunities, enhance 
public service efficiency, and boost economic growth through AI-driven innovation.206  

Similarly, Zimbabwe advanced its AI agenda by completing the National Artificial Intelligence (AI) 
Policy Framework, a key step in its broader efforts to drive digital transformation and position AI as a 
catalyst for economic and technological development.207 

Tanzania has developed the 2022 Policy Framework for Artificial Intelligence in the Health Sector,208 
offering a structured approach to integrating AI into healthcare. The framework defines key processes, 
technologies, and stakeholder roles to enhance AI-driven health outcomes. The Ministry of ICT is 
working on an AI Policy that reflects a broader concern among policymakers about the ethical, social, and 
economic implications of unregulated AI technologies. This call for regulation was further amplified in 
2024 during a high-profile session led by Minister Nape of the Ministry of ICT.209 

The progress made by SADC member states highlights a growing recognition of AI’s transformative 
potential across various sectors. South Africa’s leadership in AI policy development, research, and 
institutional investments sets a precedent for other countries in the region. Namibia, Zambia, and 
Zimbabwe’s efforts further demonstrate a commitment to structured AI governance, aligning with global 
best practices. Tanzania’s sector-specific approach to AI also underscores the diverse strategies countries 
are adopting to integrate AI into national development agendas. However, the successful implementation 
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of these strategies will depend on sustained political will, investment in AI infrastructure, and the 
development of local talent. As AI continues to shape the global economy, African nations must 
collaborate, share best practices, and refine their policies to ensure AI-driven growth remains ethical, 
inclusive, and beneficial to all. 

National AI Strategies 

Nations are developing National AI Strategies to harness the power of artificial intelligence for innovation 
and economic growth. These strategies aim to drive progress in sectors such as healthcare, education, and 
infrastructure, empowering communities and positioning Africa as a leader in the global digital 
economy.210 

Presently, twelve211 countries in the continent have established national AI policies and strategies, each at 
varying stages of implementation. Meanwhile, Kenya and Morocco have begun discussions on 
formulating their own AI strategies. 

 

211 These countries are Tunisia, Algeria, Egypt, Ethiopia, Rwanda, Mauritius, South Africa, Nigeria, Benin, Ghana, 
Senegal, and Zambia. 
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1. Mauritius Artificial Intelligence Strategy 

Mauritius AI Strategy at a Glance 

Year Launched: 2018 
Key Sectors: Manufacturing, healthcare, fintech, transport, agriculture 
Major Challenges: Productivity decline, tech adoption reluctance, AI talent shortage, high AI costs 
Strategic Recommendations: AI governance, regulatory updates, AI start-up incentives, AI research 
investment 

Mauritius became the first African country to publish a National AI Strategy in 2018, setting a precedent 
for AI-driven economic transformation. The strategy aims to position AI as a key driver of growth, with a 



 

focus on sectors such as manufacturing, healthcare, fintech, transport, and agriculture.212 To achieve this, 
it prioritizes sectoral AI adoption, capacity building, ethical AI development, and public awareness.   

Despite its ambitious vision, Mauritius faces several challenges in implementing AI. Economic barriers 
such as declining productivity, slow technology adoption, and a shortage of skilled AI professionals pose 
significant hurdles. Social and environmental concerns, including traffic congestion, crime, climate 
change, and resistance to automation, further complicate AI integration. Additionally, the high costs of AI 
systems make adoption difficult, particularly in key sectors like transportation.   

To address these challenges, the strategy recommends several key initiatives. It proposes the 
establishment of the Mauritius Artificial Intelligence Council (MAIC) to oversee AI policy and 
innovation. AI and fintech start-ups should be supported through tax incentives, grants, and financing 
mechanisms to encourage growth. Developing AI talent is also a priority, requiring investment in 
research, training, and attracting skilled professionals to build local capacity. Furthermore, the strategy 
highlights the need to update legal and regulatory frameworks to accommodate AI-driven industries, 
particularly in fintech and data protection. It also suggests the creation of a technology park to foster 
AI-driven entrepreneurship and collaboration between the private sector, start-ups, and research 
institutions.   

By implementing these measures, Mauritius seeks to balance technological progress with ethical 
considerations, ensuring AI contributes to economic and social development. While challenges remain, 
the country’s proactive approach positions it as a potential leader in AI adoption across Africa. 

2. Egypt National AI Strategy 

Egypt AI Strategy at a Glance 

Year Launched: 2021 
Key Sectors: Healthcare, Education, Agriculture, Government, Manufacturing, Tourism, Energy,  
Pillars: Governance, Technology, Data, Compute Infrastructure, Talents, Ecosystem 

The National Council for Artificial Intelligence developed the national AI strategy, building on prior 
efforts from 2019 led by the Ministry of Communications and Information Technology and the Ministry 
of Higher Education and Scientific Research, with contributions from independent experts and private 
sector companies.213 This first version of Egypt’s AI strategy sought to localize AI development, reinforce 
Egypt’s regional leadership, and position the country as a key global player in the field.214 While the first 
version represents the initial milestone in the path of AI, the second version published and implemented in 
2025 seeks to build on Egypt’s current strengths and represents the start of the second phase for AI 
adoption in Egypt.215 The Strategy seeks to move on more solid and clear grounds, recognizing that 
maximizing the potential of AI will increase resilience, productivity, growth, and innovation across the 
private and public sectors.216  
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Egypt has outlined six strategic objectives to drive socio-economic growth, innovation, and sustainability. 
These include ensuring ethical and responsible AI use through a comprehensive regulatory system and 
active global engagement, enhancing quality of life and sectoral efficiency with AI applications, and 
improving data accessibility by developing national governance frameworks. Additionally, Egypt aims to 
build a scalable AI infrastructure with strong cloud services, foster a thriving AI ecosystem by supporting 
startups and SMEs, and expand the quantity and quality of local AI talent to strengthen the country’s 
position in the global AI landscape.217 

3. Ghana National AI Strategy 

Ghana AI Strategy at a Glance 

Year Launched: 2022 
Key Sectors: Healthcare, Agriculture, Transportation, Energy, Financial services, Lands and Natural 
Resources, Environment and Circular Economy. 
Objectives/Pillars: Expand AI education and training, empower youth for AI jobs of the future, deepen 
digital infrastructure and inclusion, facilitate data access and governance, coordinate a robust AI 
ecosystem and community, accelerate AI adoption in key sectors, invest in applied AI research, and 
promote AI adoption in the public sector. 
Major Challenges: Incomplete internet penetration, Limited access to international, world-class cloud 
service providers, revenue mobilization challenges. 
Strategic Recommendations: Has 31 recommendations including launching the “AI Ready Ghana” 
Program to equip young individuals, facilitating remote jobs or internships in AI by equipping people 
with on-the-job skill sets, developing tax incentives for youth in AI startups to boost entrepreneurship, 
disseminating local and international guidelines on trustworthy, safe, secure and ethical AI practices to AI 
developers and adopters, and establishing a Natural Language Processing Centre of Excellence to bridge 
local communication gaps and expand Ghanaian language lexicon.  

In October 2022, Ghana concluded the drafting of its National Artificial Intelligence (AI) Strategy, a 
document which provides the country’s strategic direction spanning from 2023 to 2033, with the aim of 
positioning the country as a leader in AI innovation on the African continent. 

Developed by the Ministry of Communications and Digitalisation in collaboration with Smart Africa, 
German Agency for International Cooperation (GIZ), FAIR Forward, and The Future Society, the strategy 
defines a roadmap focusing on AI education, digital inclusion, data governance, and sectoral adoption 
through its eight (8) pillars.218 

Ghana faces several challenges in advancing AI adoption, particularly due to incomplete internet 
penetration, especially in rural areas, where affordability and reliability remain significant barriers to 
digital inclusion. Limited access to international, world-class cloud service providers further restricts AI 
startups, students, and practitioners, as the high costs make these essential resources unattainable.219 
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Additionally, revenue mobilization challenges continue to impact the development and sustainability of 
AI initiatives, further hindering innovation and growth in the sector. 

Its key initiatives in advancing AI adoption include launching the “AI Ready Ghana” program to equip 
young individuals with essential AI skills, facilitating remote jobs and internships by providing on-the-job 
training, and introducing tax incentives for youth-led AI startups to promote entrepreneurship. 
Additionally, the strategy emphasizes the dissemination of local and international guidelines on 
trustworthy, safe, and ethical AI practices to developers and adopters.220 To bridge local communication 
gaps, it also proposes establishing a Natural Language Processing Centre of Excellence to expand the 
Ghanaian language lexicon and enhance AI’s linguistic capabilities. 

4. Senegal National AI Strategy 

Senegal AI Strategy at a Glance 

Year Launched: 2023 
Key Sectors: Health, Education, Justice 
Major Challenges: Challenges in data collection and sharing across multiple sectors, often due to limited 
digitalization, Lack of official data on key economic aspects of digital transformation and on investment 
in AI and its adoption rates, gender divides and rural-urban gaps in technological infrastructure.  

The Ministry of Communication, Telecommunications and the Digital Economy (MCTEN)  is responsible 
for coordinating and overseeing AI-related initiatives in Senegal and launched Senegal’s National 
Strategy for the Development of Artificial Intelligence (SNDIA) in September 2023.221 The strategy 
builds on the Digital Strategy 2025, the National Data Strategy, and the National Cybersecurity Strategy 
among other recent policies, under the Emerging Senegal Plan. The country is yet to have a legal or 
regulatory framework specific to AI.222 

Senegal continues to face significant challenges in AI and digital development. Investment in research 
and development remains low, with gross R&D expenditure at just 0.58% in 2015.223 There are also 
notable disparities in technological infrastructure, particularly along gender and rural-urban lines. In 2018, 
only 52.5% of rural households had access to electricity, compared to nearly 90% in urban areas.224 The 
gender gap in mobile phone access is evident, with female-to-male usage ratios ranging from 0.79 to 0.85, 
while internet usage among women is even lower at 0.7. Gender disparities also persist in education, 
where women account for less than 30% of higher education students and only 25% of researchers in 
STEM fields.225  

To bridge these gaps, Senegal is implementing measures under the Senegal Digital 2025 strategy, aiming 
to promote greater digital inclusion and equity. 
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5. Benin National AI and Big Data Strategy 

Benin AI and Big Data Strategy at a Glance 

Year Launched: 2023 
Key Sectors: Education, healthcare, agriculture, living conditions, tourism, public administration, 
environment, finance and economy, justice, media, infrastructure and transportation, port, security and 
defense, cybersecurity. 
Major Challenges:Challenges linked to data, relating to the collection, preparation, access, storage and 
governance of the data required to operate artificial intelligence mechanisms; The legal and regulatory 
challenges associated with artificial intelligence, specifically its governance and regulation; and Ethical 
challenges, specifically issues relating to data protection and the protection of fundamental rights.  
Strategic Recommendations: Implement use-case and high-impact initiatives, strengthen human 
capacities on AI and the management of big data, provide better support to capital development, and 
update frameworks - institutional and regulatory and big data management. 

The process of developing Benin’s National Artificial Intelligence and Big Data Strategy (SNIAM) was 
headed up by the Ministry of Digital Affairs and Digitalization, in an approach involving all the 
stakeholders and following a holistic approach focused on technological solutions suited specifically to 
our country’s needs, particularly in the fields of education, healthcare, agriculture, living conditions, 
tourism, and on the understanding of the use cases applicable to the Beninese context.226 

The strategy is built on key principles essential for its success. It follows an iterative and incremental 
implementation approach, allowing for a phased rollout of high-impact initiatives, with adjustments 
made based on initial outcomes within an evolving regulatory framework. Resource pooling ensures that 
institutional, organizational, and technical solutions are shared across sectors to maximize efficiency.227 
Accountability is central, requiring the involvement of all stakeholders—including the government, 
private sector, and public—in the design, implementation, and evaluation of the strategy, fostering mutual 
responsibility. Lastly, results-based management emphasizes measurable outcomes over activities, 
ensuring that clear objectives, indicators, and targets are established at every stage.228 

6. Algeria National AI Strategy 

Algeria AI Strategy at a Glance 

Year Launched: 2024 
Objectives/Pillars: Scientific Research, Building local expertise, creating a supportive environment for 
AI 
Sectors: Education, Health, Transport, Energy 

228 Ministry of Digital Affairs and Digitalization (2023) Benin National Artificial Intelligence and Big Data Strategy 
2023. 

227 Ministry of Digital Affairs and Digitalization (2023) Benin National Artificial Intelligence and Big Data Strategy 
2023. 

226 Ministry of Digital Affairs and Digitalization (2023) Benin National Artificial Intelligence and Big Data Strategy 
2023. 

https://numerique.gouv.bj/assets/documents/national-artificial-intelligence-and-big-data-strategy-1682673348.pdf
https://numerique.gouv.bj/assets/documents/national-artificial-intelligence-and-big-data-strategy-1682673348.pdf
https://numerique.gouv.bj/assets/documents/national-artificial-intelligence-and-big-data-strategy-1682673348.pdf
https://numerique.gouv.bj/assets/documents/national-artificial-intelligence-and-big-data-strategy-1682673348.pdf
https://numerique.gouv.bj/assets/documents/national-artificial-intelligence-and-big-data-strategy-1682673348.pdf
https://numerique.gouv.bj/assets/documents/national-artificial-intelligence-and-big-data-strategy-1682673348.pdf


 

Algeria launched its national strategy for artificial intelligence (AI) in December 2024 during the 3rd 
African Start-up Conference in Algiers.229 The initiative aims to develop local AI solutions and implement 
them across various sectors to reduce reliance on imported technologies. This strategy focuses on six key 
areas, including scientific research, creating a supportive environment for AI, building local expertise, and 
assisting start-ups to provide solutions that meet business needs.230 The strategy follows Algeria’s national 
digital transformation plan, introduced earlier in the year with the aim of accelerating the country's digital 
transition, which has been a priority since President Abdelmadjid Tebboune took office in 2019.231 

7. Tunisia National AI Strategy 

Tunisia AI Strategy at a Glance 

Year Launched: 2018 
Key Sectors: Education, Innovation and Entrepreneurship, Agriculture,  

Tunisia's 'National AI Strategy: Unlocking Tunisia's Capabilities Potential' was developed in 2018 
following a workshop hosted by the UNESCO Chair on Science, Technology, and Innovation Policy, in 
collaboration with the National Agency for Scientific Research Promotion-ANPR.232 

Since then, the Ministry of Technology, Ministry of Industry, Ministry of Economy, and Ministry of 
Higher Education signed a memorandum of understanding in 2022 to guide the development and 
implementation of the national AI strategy.233 The agreement sets the strategic direction for AI initiatives 
and paves the way for a comprehensive study on its execution. It also aims to define priority areas, outline 
key projects, establish a timeline for completion, and estimate the financial requirements for successful 
implementation.234 

8. Ethiopia National AI Policy 

Ethiopia AI Policy at a Glance 

Year Launched: 2024 
Key Sectors: Agriculture, Tourism, Mining, Textile, Construction, Pharmaceutical, Manufacturing, and 
Creative Arts.  
Major Challenges/Opportunities: Need for building robust electrification infrastructure throughout the 
country, needs for a national fibre-backed communications infrastructure that can sustain Terabit 
connectivity among regional hubs,235 support and incentivise the set up of regional hubs/public computing 
centres (alternatively known as Community Technology Centres) where anyone can access key 
information and services on the network without requiring their own device.236 
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Following three years of consultations with key stakeholders, Ethiopia’s Council of Ministers 
unanimously endorsed the country’s national artificial intelligence (AI) strategy during its 37th regular 
meeting in 2024.237 

To guide its efforts towards implementing various initiatives to accelerate technology adoption for social 
and economic growth while fostering a competitive AI industry that aligns with national security 
priorities the Ethiopian government introduced a comprehensive national AI policy.238  

The policy defines the government’s vision and objectives for AI development, establishing a 
technological framework to enhance stakeholder collaboration. It also provides guidelines for data 
governance, management, and human resource development to support sustainable AI integration.239 It 
aims to improve financial literacy, credit scoring, and reduce transaction costs and market frictions, while 
fostering investment opportunities. Additionally, the policy highlights the fragility of businesses due to 
low financial literacy, making them vulnerable to market changes and underscores the importance of 
financial literacy for adopting formal financial products like credit cards and mortgages.240 

9. Rwanda National AI Policy 

Rwanda AI Policy at a Glance 

Year Launched: 2022 
Key Sectors: Healthcare, Banking & Digital payments, Transportation, Agriculture, Manufacturing, 
Construction, Public Administration and Education, and E-commerce and trade 
Objectives: Positioning Rwanda as Africa’s AI Lab and Responsible AI Champion, Building 21st 
Century Skills and AI Literacy, Creating an Open, Secure, Trusted Data Ecosystem as an Enabler of the 
AI Revolution, Driving Public Sector Transformation to Fuel AI Adoption, and Accelerating Responsible 
AI Adoption in the Private Sector. 
Major Challenges: For the start-up community it is access to business resources and financing. 
Strategic Recommendations: Reskill the workforce with 21st Century AI and data skills, Set world-class 
AI university education and applied research, Adapt Rwanda’s education to globally competitive STEM 
skills, Ensure access to affordable, reliable, secure storage and computing, Position Rwanda as cloud 
infrastructure host serving the region, Create greater availability and accessibility of AI-ready data, 
Strengthen AI policy and regulation and ensure public trust in AI, Operationalize and share Rwanda’s AI 
ethical guidelines, Improve public service delivery using AI, and Support private sector adoption of AI to 
drive national investments. 

The National Artificial Intelligence Policy for the Republic of Rwanda serves as a roadmap to enable 
Rwanda to harness the benefits of AI and mitigate its risks. Building on the mission of the Vision 2050, 
Smart Rwanda Master Plan and other key national plans and policies, it equips Rwanda to harness AI for 

240 Diplomacy.edu (2024) Ethiopia Council of Ministers approves AI Policy, Diplo 
239 Ibid  

238 Artificial Intelligence Institute (2024) The Council of Ministers Unanimously Decide to Implement the National 
Artificial Intelligence Policy, AII. 

237 Artificial Intelligence Institute (2024) The Council of Ministers Unanimously Decide to Implement the National 
Artificial Intelligence Policy, AII. 

https://www.diplomacy.edu/updates/ethiopian-council-of-ministers-approves-ai-policy/
https://aii.et/the-council-of-ministers-unanimously-decide-to-implement-the-national-artificial-intelligence-policy/
https://aii.et/the-council-of-ministers-unanimously-decide-to-implement-the-national-artificial-intelligence-policy/
https://aii.et/the-council-of-ministers-unanimously-decide-to-implement-the-national-artificial-intelligence-policy/
https://aii.et/the-council-of-ministers-unanimously-decide-to-implement-the-national-artificial-intelligence-policy/


 

sustainable and inclusive growth.241 The National AI Policy was developed by MINICT and RURA, with 
support by GIZ FAIR Forward, the Centre for the 4th Industrial Revolution Rwanda (C4IR) and The 
Future Society (TFS).242 

The AI policy prioritizes workforce reskilling, world-class AI education, and STEM curriculum 
adaptation to build AI talent. It aims to position Rwanda as a regional AI hub by facilitating student 
exchanges, ensuring access to cloud computing, and developing AI-ready data. Strengthening AI policy, 
fostering public trust, and enhancing regulatory capacity are key to responsible AI adoption. The strategy 
also promotes AI-driven public service delivery, private sector AI adoption, and Rwanda’s 
competitiveness through international collaboration, positioning the country as a leader in AI innovation 
and investment.243 

10. South Africa National AI Policy 

South Africa AI Plan at a Glance 

Year Launched: 2024 
Key Sectors: leverage opportunities across all sectors in our economy 
Objectives: Economic transformation, social equity, sustainable development, and global leadership 
Major Challenges: Digital divide, historical inequities, institutional inertia, outdated regulatory 
frameworks 
Strategic Recommendations: Talent/Capacity development, develop robust digital infrastructure, 
advance research and innovation, develop guidelines for ethical and effective AI deployment in the public 
sector, ethical AI guidelines development, ensure fairness and mitigate bias, ensure safety, security, 
transparency and explainability, and prioritise privacy and data protection. 

The Department of Communications and Digital Technologies (DCDT) played a leading role in shaping 
AI regulation in South Africa. Building on the release of its National AI Plan in April 2024, the DCDT 
advanced its efforts by introducing the South African National AI Policy Framework244, demonstrating its 
ongoing commitment to establishing a comprehensive and structured approach to AI governance. 

The AI policy will be implemented through twelve strategic pillars aimed at fostering innovation while 
ensuring ethical AI development. Key areas include talent development through AI education and 
industry partnerships, investment in digital infrastructure to enhance connectivity, and support for AI 
research and startups.245 The policy promotes ethical AI guidelines, strengthened data protection, and 
robust cybersecurity measures to safeguard systems and mitigate risks. Transparency, fairness, and human 
oversight will be prioritized to build public trust and accountability. Additionally, AI development will 
align with societal values, promoting well-being, equality, and sustainability.246 
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South Africa continues to grapple with historical challenges that hinder AI adoption and development. 
The persistent digital divide, marked by unequal access to technology and education, remains a major 
obstacle to equitable AI integration.247 Socio-economic disparities rooted in historical injustices further 
slow AI adoption, necessitating inclusive policies to ensure broad access to its benefits. Institutional 
inertia and bureaucratic resistance to change also impede the rapid deployment of new technologies, 
highlighting the need for strong leadership and clear policy direction. Additionally, outdated regulatory 
frameworks struggle to keep pace with AI advancements, making legal reforms essential to fostering a 
supportive environment for AI growth. 

11. Nigeria National AI Strategy 

Nigeria AI Strategy at a Glance 

Year Launched: 2024 
Key Sectors: Finance, Agriculture, Education, Healthcare, and Manufacturing 
Major Challenges: High and unstable inflation, Limited investment in AI R&D, Limited access to 
reliable power, Unstable and high energy costs, Reduced consumer spending power, Potential for social 
unrest 
Key Objectives: Economic Growth and Competitiveness, Social Development and Inclusion, 
Technological Advancement and Leadership,  
Strategic Recommendations: Building Foundational AI Infrastructure, Building and Sustaining a 
World-class AI Ecosystem, Accelerating AI Adoption and Sector Transformation, Ensuring Responsible 
and Ethical AI Development and Developing a Robust AI Governance Framework 

Nigeria National AI Strategy sets a path to achieve the vision “to be a global leader in harnessing the 
transformative power of AI through responsible, ethical, and inclusive innovation, fostering sustainable 
development through collaborative efforts.248 This inaugural National Artificial Intelligence (AI) Strategy, 
is a landmark initiative aimed at harnessing the transformative potential of AI to drive sustainable 
development, innovation, national productivity, and human well-being, which seeks to solidify Nigeria's 
position as a champion in AI adoption on the African continent, building on the nation’s pioneering 
establishment of the National Centre for AI and Robotics (NCAIR) and various AI-specific government 
initiatives to foster a knowledge-based economy and promote research and development in AI systems.249 

The Strategy outlines Nigeria’s national AI vision for 2024–2028 highlighting the country’s guiding 
principles and aspirations for AI development and deployment. It emphasizes responsible and ethical 
conduct, ensuring that AI technologies are designed and used with careful consideration of their societal 
impacts. Inclusivity and shared prosperity are central to this vision, ensuring that AI innovation is 
accessible to all and leaves no one behind. The strategy also prioritizes innovation and adaptation, 
sustainability, collaboration, and global leadership in AI. Transparency, accountability, and a 
human-centric approach are key principles, along with a strong focus on data ethics, individual agency, 
and effective risk management.  
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The Nigerian AI Strategy highlights several key challenges that could hinder the development of a 
sustainable AI ecosystem. One major issue is high and unstable inflation, which stood at 26.72% in 
September 2023.250 This economic uncertainty discourages long-term investments, a crucial factor for AI 
growth. Additionally, reduced consumer spending power limits demand for AI-powered products and 
services, slowing market expansion and innovation. The potential for social unrest further complicates the 
investment landscape, creating an unstable environment that discourages long-term projects like AI 
development.251 

Unstable and high energy costs pose another significant challenge, as AI infrastructure requires 
substantial computational resources. High operational expenses due to expensive electricity make AI 
adoption less attractive to businesses. Limited access to reliable power further disrupts AI model training 
and deployment, affecting performance and slowing research and development efforts. Lastly, inadequate 
investment in AI research and development weakens Nigeria’s ability to compete globally and develop 
homegrown AI solutions. Addressing these challenges is essential to fostering a thriving AI ecosystem in 
the country.252 

12. Kenya National AI Strategy 

Kenya AI Strategy at a Glance 

Year Launched: 2025 
Key Sectors: Agriculture, Security, Healthcare, Education, and Public service delivery 
Pillars: AI Digital Infrastructure, Ethical and Inclusive AI, Research and Innovation, AI for National 
Development 
Strategic Recommendations: modernize digital infrastructure, establish robust data governance 
frameworks, boost AI research capabilities, develop a talent pipeline, create agile regulatory frameworks, 
accelerate public-private investments, and foster ethical AI development. 

Kenya’s Artificial Intelligence (AI) Strategy envisions the country as the leading AI hub for model 
innovation, driving sustainable development, economic growth, and social inclusion while positioning 
itself as an AI research and application leader in Africa. The strategy provides a comprehensive 
framework to guide Kenya in harnessing the transformative power of AI, ensuring its deployment benefits 
all sectors of society while adhering to ethical principles and inclusivity.  

Kenya’s AI Strategy envisions the country as a leading hub for AI model innovation, focused on 
developing solutions tailored to local challenges through strong governance, innovation, and capacity 
building. It aims to drive equitable and sustainable AI adoption, ensuring that all citizens benefit from this 
transformative technology. The strategy calls on stakeholders to collaborate in achieving this vision and 
solidifying Kenya’s role in AI development.253 

13. Zambia National AI Strategy 
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Zambia AI Strategy at a Glance 

Year Launched: 2024 
Key Sectors: Healthcare, Agriculture, e-government services, Education and FDI incentives 
Strategic Recommendations: Digital trees, Reliable data, Trust and confidence, Innovation and 
Entrepreneurship, and Partnership and collaboration 

Zambia’s Ministry of Technology and Science officially unveiled its Artificial Intelligence Strategy in 
2025 in Lusaka, providing a clear roadmap to accelerate digital transformation, drive economic growth, 
improve public services, and generate new job opportunities.254 Developed in collaboration with the Tony 
Blair Institute for Global Change and supported by the government of Finland and other partners, the 
strategy aims to guide stakeholders in harnessing AI for national development.255 The government’s 
increasingly comprehensive approach to digital policy has targeted technology adoption, e-government 
services, education and foreign direct investment (FDI) incentives, working with local and global 
stakeholders.256 The strategy documents five building blocks; 'digital trees' to enhance connectivity, 
'reliable data' for efficiency and sustainability; 'trust and confidence' to safeguard cyberspace; 'innovation, 
entrepreneurship'; and a 'partnership and collaboration' platform to exchange ideas and support 
innovation. 

A Case for Regional Collaboration 

The regional approaches to AI governance in Africa are diverse, reflecting the continent’s unique 
socio-political, economic, and technological contexts. While individual nations in Africa are making 
progress, there is a growing recognition of the need for regional collaboration and harmonization. The 
African Union’s Continental AI Strategy provides a framework for member states to develop AI policies 
and regulations that align with continental priorities, such as human rights, economic development, and 
ethical governance. It encourages countries to adopt common standards and share best practices in AI 
regulation, helping to build a cohesive and coordinated approach to AI governance across the continent. 

Additionally, regional initiatives, such as the Pan-African AI Network257 play an essential role in fostering 
collaboration and knowledge-sharing among African nations. These initiatives provide platforms for 
governments, businesses, and academic institutions to engage in dialogue, share insights, and collaborate 
on AI research and policy development. Through such efforts, African countries can work to ensure that 
AI serves the interests of the continent and its people, promoting innovation while safeguarding human 
rights and ethical standards. 
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AI Adoption and Privacy Across Key Sectors in Africa 

This section analyses the current and potential use of AI in employment, healthcare, security and 
surveillance, in various countries. It also identifies ethical and legal considerations related to AI use in 
these sectors. 

Financial Services and Digital Lending 

The financial technology sector is undergoing a major shift with the rise of AI, shaping the future of 
finance in unprecedented ways. As AI adoption accelerates, 90% of financial professionals are already 
utilizing Predictive AI, while 60% see Generative AI as an emerging tool with significant cost-saving 
potential.258 However, as we embrace this transformation, data privacy concerns remain critical, posing 
intricate challenges that need addressing. 

AI innovation in the financial sector is boosting efficiency, productivity, and competitiveness. Automated 
processes are streamlining accounting and bookkeeping, reducing manual workload, and improving 
accuracy through real-time financial analytics.259 Banks are leveraging AI to deliver personalized services 
by analyzing comprehensive customer interactions, enabling tailored financial advice and product 
offerings. Additionally, AI-powered chatbots and virtual assistants are enhancing customer service by 
providing 24/7 support for tasks such as account management and complaint resolution, ensuring a more 
seamless client experience.260 

Use cases in Africa are numerous. For instance, Namibia has made notable advances in using AI within 
its banking sector. The Standard Bank Namibia uses an AI tool called Python to analyse customer 
complaints from social media platforms like Facebook and X. This AI-driven analysis enables the bank to 
proactively identify and mitigate potential risks more efficiently.261 

In addition, Standard Bank South Africa introduced a chatbot available on WhatsApp during the Covid 
period to provide customers with real-time updates on services and offerings while addressing frequently 
asked questions efficiently.262 A similar chatbot called ‘’Ti-A’’ operates in Standard Bank Namibia.263 In 
2021, Nedbank Namibia launched "Enbi," an AI-driven virtual assistant integrated into their Money app 
and online banking platforms. Enbi enhances the customer experience by streamlining everyday banking 
interactions and managing customer inquiries with ease.264 These advancements demonstrate how AI is 
transforming banking services in Namibia. 
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In the case of lending, banks and lending institutions are increasing their investments in advanced 
technologies such as AI to expedite loan processing and combat fraud. According to BioCatch’s 2024 AI, 
Fraud, and Financial Crime Survey Report, 94% of organizations use AI/ML technologies to understand 
lending risk, and 87% report AI has increased the speed with which their organization responds to 
potential threats. AI is now being used in credit scoring, loan approval and fraud detection. 

Despite the benefits offered by these innovations, the sensitive nature of financial data, combined with 
AI’s need for vast datasets, amplifies privacy and data security concerns. Financial institutions must strike 
a careful balance between leveraging AI for improved efficiency and addressing anxieties over data 
access and usage.265 As AI development increasingly depends on collecting extensive personal data, 
concerns about surveillance and potential misuse continue to grow, making robust data protection 
measures essential. 

Unlocking the Power of Privacy Enhancing Technologies in Financial Services 

Gartner forecasts that by 2025, 60% of major organizations and government entities will adopt 
privacy-enhancing computation techniques for applications like data analysis, strategic monitoring, and 
cloud computing.266 The UK's information commissioner further backed this notion upon the launch of 
the ICO’s PETs guidance stating, “If your organisation shares large volumes of data, extraordinary 
category data, we recommend that over the next five years, you start considering using PETs. PETs 
enable safe data sharing and allow organisations to make the best use of the personal data they hold, 
driving innovation.’’267 

For financial services firms, PETs enable secure, privacy-preserving, and efficient data utilization, 
allowing organizations to make intelligence-driven decisions in real-time while maintaining compliance 
and trust. For instance, PETs-powered solutions enhance secure and private data usage by allowing 
banks to crossmatch, search, and analyze regulated data across different silos while keeping sensitive 
information protected during processing.268 This privacy-preserving approach enables the use of more 
comprehensive datasets, leading to improved decision-making, better enterprise data quality, fewer 
false positives, and greater efficiency in internal processes such as financial crime investigations. 

Without doubt, the ongoing development and integration of AI in finance are set to drive significant 
changes in global financial markets, requiring regulatory adaptations. Financial institutions are expected 
to double their investment in AI technologies by 2027,269 highlighting AI's growing role in the sector. 
However, alongside its benefits, AI also presents challenges, including potential biases in 
decision-making and increased exposure to cyber threats, underscoring the need for careful oversight and 
risk management. 
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Healthcare, AI and Privacy 

The rapid advancement of AI in healthcare has sparked ongoing discussions about its development and 
regulation. Many AI technologies are owned and managed by private entities, which, along with clinics 
and public institutions, play an increasingly significant role in collecting, using, and safeguarding patient 
health data.270 This shift raises critical concerns about privacy, data security, and the ethical 
implementation of AI in healthcare. 

Unquestionably, AI is making significant strides across health practice. As of 2020, the use of AI in the 
USA and Canada has cut healthcare expenses by 25% and 12% respectively, allowing the underlying 
healthcare providers to dedicate more of their limited resources to patient care matters.271 Success has 
been documented in the case of radiology, particularly in the analysis of diagnostic imaging.272 For 
instance, researchers at Stanford have developed an algorithm capable of interpreting chest X-rays for 14 
different pathologies within seconds. Beyond radiology, AI is poised to transform fields such as radiation 
oncology, organ allocation, and robotic surgery in the near future.273 In the U.S., the FDA recently 
approved one of the first machine learning applications in clinical care—software designed to detect 
diabetic retinopathy from diagnostic images.274 

In Malawi, AI-powered fetal monitoring systems are used to reduce stillbirths and neonatal deaths. 
PeriWatch, an AI system that tracks mothers' and babies' vital signs in real-time to detect possible 
anomalies shortly before and after childbirth, has helped the Area 25 hospital in Malawi reduce its 
stillbirth and neonatal death rate by 82%.275  The technology continuously monitors the baby's vital signs 
during labor, alerting specialists to any irregularities and enabling faster interventions. 

In Zambia, the DawaMom app provides personalized healthcare guidance to expectant mothers.276 Dawa 
Health clinicians conduct home visits to build this dataset, gathering information on demographics, 
medical history, and key health indicators. AI then processes this data, identifying patient risks and 
enabling early interventions for high-risk conditions.277 

The OpCon Mozambique project was designed to apply Machine Learning (ML) algorithms to predict the 
risk of treatment interruptions among individuals receiving HIV care. This predictive model was 
integrated into Infómovel, a localized version of Dimagi's CommCare mobile health platform tailored to 
the Mozambican healthcare context278. 

278 Machine Learning for Predicting Default from HIV Services in Mozambique (2018), Opcon Mozambique Final 
Report. 

277 Mozilla (2024), Addressing AI Bias in Maternal Healthcare in Southern Africa. 
276 Mozilla (2024), Addressing AI Bias in Maternal Healthcare in Southern Africa. 

275 Ramirez-Camara E. (2024), An AI system has cut stillbirths and neonatal deaths by 82% in a Malawi hospital, 
Data Phoenix.  

274 Murdoch, B. Privacy and artificial intelligence: challenges for protecting health information in a new era. BMC 
Med Ethics 22, 122 (2021). 

273 Murdoch, B. Privacy and artificial intelligence: challenges for protecting health information in a new era. BMC 
Med Ethics 22, 122 (2021). 

272 Murdoch, B. Privacy and artificial intelligence: challenges for protecting health information in a new era. BMC 
Med Ethics 22, 122 (2021). 

271 AHB (2021), Unlocking the Potential of Artificial Intelligence for Healthcare in Africa. 

270 Murdoch, B. Privacy and artificial intelligence: challenges for protecting health information in a new era. BMC 
Med Ethics 22, 122 (2021). 

https://icap-aws-bucket.s3.amazonaws.com/icapcolumbiau/wp-content/uploads/OpCon-Mozambique_Final-Report_FINAL-2.pdf
https://icap-aws-bucket.s3.amazonaws.com/icapcolumbiau/wp-content/uploads/OpCon-Mozambique_Final-Report_FINAL-2.pdf
https://foundation.mozilla.org/en/blog/addressing-ai-bias-in-maternal-healthcare-in-southern-africa/
https://foundation.mozilla.org/en/blog/addressing-ai-bias-in-maternal-healthcare-in-southern-africa/
https://dataphoenix.info/an-ai-system-has-cut-stillbirths-and-neonatal-deaths-by-82-in-a-malawi-hospital/#:~:text=PeriWatch%2C%20an%20AI%20system%20that,neonatal%20death%20rate%20by%2082%25.
https://bmcmedethics.biomedcentral.com/articles/10.1186/s12910-021-00687-3#citeas
https://bmcmedethics.biomedcentral.com/articles/10.1186/s12910-021-00687-3#citeas
https://bmcmedethics.biomedcentral.com/articles/10.1186/s12910-021-00687-3#citeas
https://www.ahb.co.ke/unlocking-the-potential-of-artificial-intelligence-for-healthcare-in-africa/
https://bmcmedethics.biomedcentral.com/articles/10.1186/s12910-021-00687-3#citeas


 

Similarly, in Eswatini, Jacaranda Health tested an AI-enabled digital health tool called PROMPTS to 
support immunization cases.279 PROMPTS is a two-way SMS platform designed to empower new and 
expecting mothers by delivering gestation-specific information to guide informed decision-making. The 
tool uses AI to facilitate real-time interactions and gathers detailed data on users' experiences with 
healthcare services, enhancing support for maternal and child health.280 

In Ghana, MinoHealth AI Labs is revolutionizing radiology by leveraging deep learning and 
convolutional neural networks to automate medical imaging analysis.281 Similarly, the Philips Foundation 
has implemented AI-powered software developed by Delft Imaging in 11 South African hospitals to assist 
in triaging and monitoring COVID-19 patients through X-ray imaging.282 Delft Imaging’s CAD4COVID 
software enhances existing diagnostic methods by assessing disease severity and progression, while its 
CAD4TB software was deployed in Tanzania and Zambia to support the detection of pulmonary 
tuberculosis.  

Meanwhile, Ilara Health in Kenya is expanding access to affordable and accurate diagnostics in rural 
areas by integrating small, AI-powered diagnostic devices into primary healthcare, ensuring that essential 
medical services reach underserved communities.283 

Despite its benefits, AI in healthcare differs significantly from traditional medical technologies, 
particularly in its susceptibility to specific errors and biases. Additionally, some AI systems may be 
challenging—or even impractical—for human medical professionals to fully supervise.284 Healthcare data 
breaches have increased globally, including in the United States, Canada, and Europe.285 While AI and 
other algorithms are not yet widely exploited by cybercriminals, they are contributing to the growing 
challenges in safeguarding health information. 

Risks to Privacy for Health Data 

The use of AI in health data analysis presents several risks, particularly in algorithm configuration and 
data handling. Large-scale health data processing can lead to profiling, where AI-generated 
personalized health profiles contain sensitive details such as diagnoses, treatments, genetic 
predispositions, and lifestyles. These profiles become valuable to insurers, pharmaceutical companies, 
and other stakeholders, raising concerns about potential misuse. Biased algorithms could reinforce 
stereotypes, limit access to essential healthcare services, or result in discrimination in employment and 
insurance coverage.286 The accuracy of AI predictions depends on data quality, yet errors during 
training and development may introduce biases. Additionally, the opacity of AI systems makes it 
difficult for individuals to understand automated decisions, undermining trust and control over their 
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data. Another major risk is de-anonymization, where anonymized health data can be re-identified by 
cross-referencing with social media, wearables, and health apps.287 

The development and deployment of healthcare AI are advancing rapidly, offering significant potential 
benefits to patients whose data fuel these innovations. However, the commercialization of healthcare AI 
presents critical privacy concerns. Since medical data is among the most sensitive and legally protected 
information, there are growing worries about how access, control, and usage by private entities might 
evolve as AI systems become more autonomous. Ensuring patient agency and informed consent in 
regulatory frameworks would align with the fundamental legal and ethical principles of liberal 
democracies. 

Security, Law Enforcement, and AI Surveillance 

Surveillance and predictive policing through AI is one of the more controversial trends but one that has 
important implications for the future of cities and societies, particularly as more cities leverage artificial 
intelligence (AI) to ensure safety and security for their citizens.288 It is thus difficult to disconnect the 
discussions about surveillance and predictive policing from recent debates about the societal, ethical and 
even geopolitical dimensions.289 

The adoption of AI for security purposes has accelerated in recent years, enhancing policing services, 
fostering community engagement, and strengthening public trust. AI-driven technologies such as 
biometrics, facial recognition, smart cameras, and video surveillance are becoming more prevalent. A 
recent study found that AI-powered smart solutions could reduce crime by 30–40% and improve 
emergency response times by 20–35%.290 Cities are increasingly investing in real-time crime mapping, 
crowd management, and gunshot detection, with 84% using facial recognition and biometrics, 55% 
deploying in-car and body cameras, 46% utilizing drones and aerial surveillance, and 39% adopting 
crowdsourced crime reporting and emergency apps.291 However, only 8% have implemented data-driven 
policing. According to the AI Global Surveillance (AIGS) Index 2019, 56 out of 176 countries have 
integrated AI into their surveillance systems, though with varying approaches.292 Additionally, the 
International Data Corporation (IDC) projected that by 2022, 40% of police agencies would leverage 
digital tools such as live video streaming and shared workflows to enhance public safety and alternative 
response strategies.293 

Use cases in the sector are such as in Santa Cruz, California, which in 2020 became the first U.S. city to 
ban predictive policing tools, while New York City now requires law enforcement to disclose their use of 
surveillance technologies.294 In Japan, the police force launched AI-enabled predictive policing in 
preparation for the Tokyo Olympics. The AI systems are capable of determining whether multiple crimes 
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were committed by the same person by comparing data relating to each crime. Using this information, AI 
predicts the criminal's next move.295 

China has been the leading supplier of surveillance technology, having built one of the world's most 
advanced state-controlled monitoring systems. Through its Digital Silk Road initiative, Beijing is 
exporting these technologies globally, including to Africa, by providing loans, equipment, and technical 
expertise to support digital infrastructure development.296 Over the past two decades, China has extended 
approximately $160 billion in loans across nearly 1,200 agreements with African governments and 
state-owned enterprises.297  

This expansion has created significant opportunities for Chinese tech firms such as CloudWalk, Dahua, 
Hikvision, Huawei, and ZTE to establish a presence in Africa. More than two dozen African nations have 
already engaged Chinese companies to develop ‘smart’ government services and data solutions.298  

Botswana has deployed smart CCTV cameras with facial recognition features and capabilities to alert the 
police and make it easy to identify those that commit crime.299 Similarly, Mozambique has adopted 
high-definition surveillance camera systems, installing them in homes, private and public institutions, and 
along public roads.  However, as in Botswana, there are no specific regulations governing the use of data 
collected through these surveillance systems.300 

Zimbabwe is developing the $60 billion Zim Cyber City, a smart city project designed to incorporate 
surveillance technology directly linked to law enforcement authorities.301 In Kenya, cities like Nairobi 
have implemented video surveillance, tracking devices, software, and cloud storage systems through a 
partnership with Chinese telecom firm Huawei under the Safe City initiative. These technologies integrate 
public and private platforms to enhance services such as policing and traffic management, according to 
officials.302 

In 2019, Mauritius introduced the Smart Traffic Management System (STMS), which uses Artificial 
Intelligence and Internet of Things to control traffic in towns. The STMS operates through a network of 
over 500 AI-powered cameras and sensors strategically placed along major roadways. These devices 
collect real-time data on traffic flow, speed, and road conditions, enabling the system to make data-driven 
decisions and proactively address traffic congestion.303 
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Mapping the Supply of Surveillance Technologies in Africa Report.304 

African governments collectively spend up to $1 billion annually on surveillance technologies, with 
growing evidence that these tools are being deployed unlawfully or in ways that violate fundamental 
human rights. Nigeria is the largest spender on the continent, having invested at least $2.7 billion in 
surveillance technologies over the past decade. These tools have been used to monitor peaceful 
activists, opposition figures, and journalists, with annual expenditures in the hundreds of millions. 
Between 2013 and 2022, Nigeria's known surveillance contracts exceeded $2.7 billion.305  

Several African nations, including Nigeria, Ghana, and Zambia, have each invested over $350 million 
in China's ‘safe city’ mass surveillance programs, while Malawi remains an exception, having not 
implemented this model. The extent and focus of surveillance vary across countries. Nigeria permits the 
widest range of government agencies to conduct surveillance and leads in acquiring technologies across 
five key categories: internet interception, mobile interception, social media monitoring, smart city 
surveillance, and biometric identification. Ghana has prioritized mobile spyware and ‘safe city’ 
surveillance, whereas Morocco has been a major consumer of internet and mobile interception tools, 
even using mobile surveillance on its own king. Zambia has significantly expanded its surveillance 
capabilities with a large-scale investment in a Chinese ‘safe city’ system, while Malawi's surveillance 
expenditures remain comparatively modest.306 

AI is also playing a crucial role in combating organized crime in remote areas. EarthRanger307 leverages 
AI and predictive analytics to gather and visualize both historical and real-time data from protected areas, 
including wildlife movements, ranger patrol activities, spatial data, and identified threats. This technology 
has been instrumental in dismantling poaching networks in Tanzania's Grumeti Game Reserve and has 
supported sustainability efforts in Malawi’s Liwonde National Park by helping local communities coexist 
with protected wildlife.308 

Vumacam’s automatic license plate recognition system in Johannesburg comprises over 2,000 vehicle 
tracking cameras which are connected to the South African Police Service’s national database of 
suspicious or stolen vehicles, and this partnership between private sector and law enforcement has led to 
several arrests.309 However, Vumacam has already come under scrutiny for collecting potentially sensitive 
location data on private individuals with no links to crime.310 

The ethical design and adoption of AI in security and law enforcement remain highly complex and 
context-dependent, with regional perspectives varying significantly. While predictive policing faces 
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resistance in privacy-conscious regions like the EU and North America—where concerns over 
surveillance and bias have led to bans in some cities—it is more widely accepted in Asia and Latin 
America. Africa's position on AI-driven security solutions is still evolving. As AI adoption grows across 
the continent, there is an opportunity for Africa to shape an approach that prioritizes transparency, 
accountability, and ethical AI governance, ensuring that emerging technologies serve to enhance security 
while safeguarding civil liberties. 

A call to action includes emphasizing environmental data over personal data as over-reliance on personal 
data can undermine trust and raise privacy and civil rights concerns. To mitigate these risks, cities should 
prioritize the use of anonymous, aggregated, and non-identifiable data for insights. Advances in IoT and 
sensor technology enable the collection and analysis of environmental data, allowing for event prediction 
without relying on personal information. This approach enhances data privacy while maintaining the 
effectiveness of AI-driven solutions. 

Education and Research 

Artificial Intelligence (AI) is revolutionizing education, swiftly reshaping class-rooms and redefining 
online learning environments. AI tools are used to personalize learning experiences, automate 
administrative tasks, and provide new ways for students to interact with educational content.311 However, 
perspectives on AI in education differ significantly among educators, researchers, and policymakers. 
Some see AI as a game-changer, capable of personalizing learning, streamlining administrative tasks, and 
offering deep insights into student performance while others worry about its potential to displace human 
teachers, widen educational inequalities, or threaten student privacy.312 

In Africa, AI is presenting a significant opportunity to enhance teaching, research, and academic visibility 
across Africa. However, in many sub-Saharan African nations, technology integration in the education 
sector has been restrained, as elucidated by the French Development Agency and UNESCO in 2015.313 
Afrobarometer's (2020) assessment underscores this reality with a digital non-readiness score of 56.6% 
for the region and a digital literacy rate of 31%.314 

Presently, local universities and independent academic institutions are uniquely positioned to conduct 
localized and innovative interdisciplinary research that directly benefits local communities. This 
advantage can be leveraged to build capacity, encourage innovation, and raise public awareness about the 
benefits of AI.  

South Africa, in particular, has been proactive in embracing technology in education, with the potential of 
AI in primary schools gaining recognition. A prime example is South Africa's Centre for Artificial 
Intelligence Research (CAIR),315 a national initiative established in 2011 that connects nine research 
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groups across six universities to build AI expertise, reflecting the South African government’s 
commitment to creating structures that accelerate the development of policies to facilitate the 
implementation and scaling of AI across the nation.  

Similarly, the ADvTech Group has taken a pioneering step by introducing its AI-powered digital learning 
platform, ADvLEARN, designed to enhance learning in Mathematics, Physical Sciences, and 
Mathematical Literacy. The platform utilises AI to provide personalised learning experiences, allowing 
students to progress at their own pace.316 

In Zambia, community hubs with internet access are being established in rural areas to empower women 
and girls with digital skills and educational resources,317 with the aim of bridging the digital divide and 
promoting gender equality. 

Mozambique is also taking advantage of AI through an application called Totara,318 which is designed for 
learning platforms. Developed by EDU Digital, Totara uses AI to analyse a worker’s profile, whether they 
are in human resources, technology or banking. Based on the user’s training preferences, the platform 
recommends tailored learning content, enhancing skill development and career growth.319 

In Eswatini, an artificial teacher named Nomfundo has been developed to teach learners in schools across 
the country. Nomfundo delivers educational content, provides personalized instruction, and creates 
interactive learning experiences. This online-speaking chatbot is specifically trained on the Eswatini 
syllabus, covering subjects such as entrepreneurship, guidance and counseling, life skills, essay writing 
and grading, and siSwati translation. Trained with local content, Nomfundo is designed to meet the 
cultural and educational needs of Eswatini learners, ensuring a contextually relevant and engaging 
educational experience.320    

Initiatives like Xander, an AI-powered language learning app, and Zeraki321, an innovative technology 
company based in Nairobi, Kenya, are reshaping education and learning systems in East Africa. Zeraki 
operates the Zeraki Learning Management System (LMS), a robust platform offering an engaging 
learning experience through virtual classrooms, interactive content creation tools, and personalised 
learning modules. 

The Convention on the Rights of the Child322 defines a child as any person under the age of eighteen 
unless legal adulthood is attained earlier under applicable laws. Essentially, children's rights are human 
rights designed to protect them as individuals. In the digital space, these rights are particularly focused 
on privacy, with the Convention stating that no child should be subjected to arbitrary or unlawful 
interference with their personal data. Ensuring children's privacy is a shared responsibility among 
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parents, legal guardians, and others legally accountable for their well-being. In the EdTech sector, this 
duty extends to AI platform owners who manage these technologies, as well as policymakers and 
regulators responsible for data protection and safeguarding children's rights. 

Strengthening the legal framework governing how AI-enabled Ed-tech platforms process data—especially 
children's data—offers significant benefits. As the primary users of these platforms, children are growing 
up in an era of datafication, where their digital footprints may be retained for extended periods. To fully 
harness the advantages of AI in Ed-tech while safeguarding children’s rights, data collection and 
processing must be conducted responsibly and transparently.323 

First, Ed-tech platforms should prominently display and strictly adhere to privacy policies on their 
websites. These policies must be easy for children to understand, which may necessitate the creation of 
two versions—one for parents, guardians, and the general public, and a simplified version tailored for 
children. Regardless of format, all privacy policies should explicitly address children’s rights. 
Additionally, these policies should include clear details on how data is collected, processed, and managed, 
ensuring transparency and accountability in AI-driven education technologies.324 

Administration of Justice 

Judiciaries, prosecution services, and other specialized judicial bodies worldwide are increasingly 
exploring the integration of AI into judicial systems.325 In Africa, justice institutions, though progressive, 
have been slower to adopt technology intensively. However, the advent of the COVID-19 pandemic 
accelerated the adoption and integration of technology in judicial systems, with the shift including the use 
of virtual courts, e-filing systems, case management systems, and more.326 With the rapid integration of 
AI in specific sectors, the judiciary is not an exception. There is no doubt that AI has the potential to 
transform judicial processes in Africa. 

AI is transforming judicial systems by automating routine tasks, reducing case resolution time, and easing 
the burden on courts. It enhances impartiality, minimizes human error, and promotes consistency in legal 
outcomes, such as reducing sentencing disparities.327 AI also supports judicial reasoning by analyzing 
large datasets, predicting case outcomes, and providing insights based on precedents. Additionally, tools 
like litigation risk assessment systems, document drafting aids, and emotion recognition technologies can 
improve efficiency and accuracy.328 AI-driven solutions can help handle minor disputes, prioritize cases, 
and allocate judicial resources effectively, making justice more accessible, affordable, and fair. 

Loomis v. Wisconsin 2016 

The COMPAS risk assessment tool gained controversy in 2016 when Eric Loomis received a six-year 
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sentence partly based on his COMPAS score.329 Loomis challenged the decision, arguing that the 
proprietary nature of the algorithm denied him due process and that it incorporated race and gender, 
leading to bias. After being denied by a lower court, he appealed to the Wisconsin Supreme Court, 
which upheld the use of COMPAS in sentencing. Justice Ann Walsh Bradley ruled that while COMPAS 
should not be the sole determinant, it could inform decisions on sentencing, supervision, and probation. 
She acknowledged concerns about bias but stated that considering gender was necessary for statistical 
accuracy while emphasizing the need for judicial awareness of AI limitations and proper oversight of 
such tools.330 

In criminal justice, AI is already being used to assist investigations and automate decision-making 
processes across various jurisdictions.331 For instance, the Chicago Police Department uses artificial 
intelligence to identify individuals who are at high risk of committing violence which has helped to 
prevent violence across the state.332 On the other hand, the New York Police Department (NYPD) uses 
pattern recognition software to analyze information important to investigations and identify serial 
criminals, helping them work more efficiently.333 

Police agencies in the United Kingdom utilize AI-powered programs for crime prediction, ensuring 
adherence to ethical and legal frameworks.334 In Germany, artificial intelligence is widely employed in 
legal research, fully aligned with principles of good faith. Similarly, France, Japan, South Korea, and 
India integrate AI into crime analysis and scientific research while maintaining compliance with ethical 
and legal standards.335 

The People’s Republic of China is a leading country in terms of the most widespread and unrestricted use 
of artificial intelligence.336 AI is used for total surveillance in China, one of the goals of which is crime 
prevention. Thousands of so-called facial recognition devices are installed throughout the country, and a 
smart camera is integrated with the social credit system, thus ultimately evaluating the citizens.337 
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In 2020, an individual challenged South Wales Police’s use of facial recognition technology, arguing 
that it violated his right to privacy, the European Convention on Human Rights, and the Data Protection 
Act.338 The court ruled in his favor, acknowledging that the police had underestimated the significant 
impact of such systems on privacy, confidentiality, and personal data protection. This decision set an 
important precedent, emphasizing the need to balance technological advancements with safeguarding 
individual rights and preventing the misuse of personal data.339 

Botswana has adopted the use of AI technology within its judiciary system, resulting in significant 
advancements. These advancements include the digitization of case files, leading to notable 
improvements in case file management at the Gaborone Magisterial District. The implementation of 
electronic systems for case file retrieval has significantly reduced the incidence of lost or misplaced 
files.340 

In Eswatini, the UNDP Eswatini Accelerator Lab (AccLab) led an initiative to explore and experiment 
with the concept of virtual remand within the judicial system. This initiative aimed to revolutionise court 
processes, enhancing efficiency and ensuring the timely administration of justice. To initiate this 
exploration, the AccLab embarked on an extensive consultation process with key stakeholders within the 
Eswatini judiciary. These discussions centered on the potential benefits of a virtual remand system, 
including improved efficiency and reduced operational costs.341 

Namibia has successfully adopted the Namibia Case Information System (NAMCIS), an e-Justice portal. 
This portal allows users to conveniently track case statuses, access relevant documents, and view 
upcoming court dates online. By eliminating the need for physical court visits to inquire about case 
updates, NAMCIS enhances accessibility and convenience for court users. Furthermore, the Judiciary has 
established a dedicated Livestream section on its official website, enabling public access to select court 
proceedings. This initiative promotes transparency and public engagement with the judicial process. By 
digitizing court records, NAMCIS ensures their secure and reliable storage, minimizing the risk of data 
loss and significantly improving data search capabilities.283 

Morocco, Tanzania, and Egypt are leveraging AI to enhance judicial processes through transcription, 
research, and language processing. In Morocco, AI is being used to transcribe rulings, conduct legal 
research, and retrieve archived texts, with future plans to automate court session recordings and address 
linguistic challenges related to the Darija dialect and the Amazigh language.342 Tanzania has implemented 
an AI-driven system for transcriptions and translations, enabling real-time, accurate processing of 
Kiswahili dialects and English across the mainland and Zanzibar.343 The judiciary of Tanzania adopted 
Almawave, an AI-driven transcription and translation system, to enhance administration and access to 
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justice by breaking down language barriers and improving court efficiency. With challenges in hiring 
stenographers for all 35 Court of Appeal judges, 9 High Court judges, and approximately 2,000 
magistrates, the judiciary turned to artificial intelligence to alleviate the workload.344 Similarly, Egypt 
announced plans to integrate AI-powered speech-to-text transcription in its courtrooms, streamlining the 
documentation of court proceedings and improving efficiency.345 

While AI has significantly improved efficiency in criminal investigations and proceedings, it also presents 
risks and challenges. Errors in data generation can lead to biased or incorrect decisions, as AI lacks 
self-criticism.346 Privacy and data security remain major concerns, especially with large-scale AI use. 
Transparency and accountability are crucial to ensure ethical decision-making. Additionally, the legal and 
regulatory landscape varies across jurisdictions, making AI integration in criminal law complex and 
requiring careful oversight.347 

Given the rapid advancements in this field, it is essential for stakeholders within the judicial ecosystem to 
engage in discussions on both the opportunities and challenges of leveraging AI in judicial processes, 
particularly concerning its impact on human rights and the rule of law. 

Ethical AI and Responsible Innovation in Africa 

Ethical AI involves developing and deploying AI technologies in line with ethical principles, societal 
values, and legal standards.348 It prioritizes fairness, transparency, accountability, privacy, and human 
rights throughout the AI lifecycle. By integrating these principles, stakeholders strive to ensure AI 
systems serve society’s best interests while reducing potential risks and harms.349 

A key pillar of ethical AI is fairness, which ensures that AI systems do not discriminate against 
individuals or groups based on factors like race, gender, or socioeconomic status.350 Transparency is 
equally important, requiring AI algorithms and decision-making processes to be understandable and 
explainable to users and stakeholders.351 This openness fosters trust and allows people to grasp how 
AI-driven conclusions are reached. Accountability is another critical component, holding developers, 
organizations, and users responsible for AI’s outcomes and impacts. Clear accountability mechanisms 
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help address potential issues and minimize risks.352  

Privacy protection is also essential in ethical AI, as safeguarding personal data and respecting individuals’ 
privacy rights are crucial for maintaining trust and upholding ethical standards. Human oversight plays a 
vital role in ensuring that AI systems remain under human control, allowing intervention when necessary 
to prevent critical decisions from being left entirely to machines.353 Additionally, addressing biases in AI 
algorithms is key to promoting fairness and equity. Ethics-based auditing offers a practical way to align 
AI with ethical principles, using continuous evaluation and public policies to encourage responsible AI 
development and implementation. 

Principles of Ethical AI in African Contexts 

Ethical AI in Africa is a burgeoning field that is gaining increasing attention due to the rapid advancement 
and deployment of AI technologies across the continent.354 To tackle challenges like the absence of 
tailored guidelines and policies for Africa, stakeholders stress the importance of bringing African 
perspectives into the global conversation on responsible AI. This includes embedding African values, 
such as community-centeredness and interconnectedness, into AI ethics, ensuring that technologies are 
not only technically sound but also culturally relevant and socially aligned with local needs.355 

The development and implementation of ethical AI in Africa face several challenges, with one major 
issue being the lack of guidelines and policies tailored to the continent's unique context.356 Global AI 
ethics discussions often fail to account for Africa's diverse cultural, social, and economic realities, 
creating a disconnect between ethical principles and on-the-ground needs.357 To bridge this gap, it is 
crucial to integrate African perspectives and values into global conversations on responsible AI. This 
ensures that AI technologies are not only technically sound but also culturally relevant and respectful of 
the continent’s rich traditions. 

African moral traditions and values are essential in shaping ethical AI development and governance in the 
region. Principles like community-focus, interconnectedness, and personhood should be integrated into AI 
design to ensure technologies align with local cultural and social contexts.358 Incorporating these values 
into the global AI ethics conversation helps create AI systems that are not only technically robust but also 
socially acceptable, culturally sensitive, and trustworthy. Collaboration and engagement with diverse 
stakeholders—representing different backgrounds, interests, and perspectives—are key to building a 
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dynamic and inclusive AI ethics policy ecosystem in Africa.359 This approach fosters trust, enhances 
social acceptance, and ensures AI development effectively addresses both challenges and opportunities on 
the continent. 

Additionally, there have been several proposed strategies to promote ethical AI in Africa. Key solutions 
include implementing safeguards to balance AI’s opportunities and risks, aligning AI frameworks with 
African values like Ubuntu, and ensuring fairness, transparency, and accountability to prevent bias.360 
Inclusive partnerships with communities, policymakers, and industry players help tailor AI solutions to 
local needs, while education and capacity-building initiatives integrate African ethical values into AI 
development.361 Broadening AI knowledge empowers individuals to critically assess and advocate for 
responsible AI practices, ensuring that technological advancements remain culturally relevant, socially 
just, and ethically sound. 

Advancing ethical AI in Africa requires a holistic approach that integrates technological progress with 
cultural values and societal well-being. By embedding African moral traditions, fostering inclusive 
collaboration, ensuring equitable practices, and investing in education and capacity-building, stakeholders 
can develop AI solutions that are not only innovative but also ethically responsible, socially impactful, 
and culturally relevant. 

Data Protection and Privacy Laws 

While AI holds immense potential for transformative impact across Africa and the globe, it also presents 
significant risks, including bias, discrimination, and a lack of explainability362. From a data protection 
perspective, these risks are compounded by challenges such as limited transparency in how AI systems 
process and use information, inadequate or absent mechanisms for obtaining informed consent, concerns 
over data accuracy, and the excessive collection of personal and sensitive information. Additionally, AI 
systems may lead to unauthorized access to personal data, insufficient protection of data subject rights, 
and a failure to uphold key principles of data privacy and security. 

Data Protection is an area gaining a lot of traction in Africa, with 39 out of 54 countries in the continent 
having a dedicated privacy/data protection law. At the continental level, we have the African Union 
Convention on Cyber Security and Personal Data Protection, commonly referred to as the Malabo 
Convention, which was adopted in 2014. This landmark agreement reflects Africa's commitment to 
building a robust Information Society and fostering a digital ecosystem that prioritizes trust and 
innovation363. At its core, the Malabo Convention calls on Member States to establish a comprehensive 
legal framework that safeguards personal data while promoting digital growth across the continent. 
Although AI governance is at the top of discussions on the digital economy and digital transformation, no 
country in Africa has adopted a standalone law for the regulation of AI. However, countries such as 
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Kenya, Uganda, Nigeria, Benin, Mauritius, Rwanda, Ghana, Algeria and Senegal have draft National AI 
strategies or are in the process of developing one. 

As the countries on the continent grapple with the development of dedicated laws on Artificial 
Intelligence, the provisions of their data protection law particularly on automated decision making are 
what governs AI. Of the 39 countries in Africa with a data protection law, 35 of them recognize the right 
not to be subjected to automated decision-making with legal consequences.364 What this means, is that the 
regulation of AI is largely by default regulated by the Data Protection law at national levels. This 
perspective is supported by the decisions of data protection authorities over organizations processing 
personal data of its citizens by automated means.365  

Additionally, the Data Protection Authorities have been at the centre stage in advocating for a legal 
framework for the regulation of AI. In Kenya for example, the Data Commissioner Ms. Immaculate 
Kassait has called for ethical/responsible adoption of AI, including the need to adopt data protection 
principles, enable data subject rights, implement appropriate technical and organizational measures as 
well as conduct Data Protection Impact Assessments in the processing of personal data for use by 
Artificial Intelligence Systems366.  Similarly, in Nigeria, the National Commissioner for the Nigeria Data 
Protection Commission Dr. Vincent Olatunji and the Minister for Communication, Innovation and Digital 
Economy have expressed sentiments on the need for Nigeria to regulate emerging technologies including 
AI.367  

Adequacy of Data Protection Laws in regulating AI 

Although data protection laws and Data Protection Authorities (DPAs) play a pivotal role in regulating 
artificial intelligence (AI), these frameworks are insufficient on their own to comprehensively address the 
unique challenges posed by AI368. For instance, the application of core data protection principles, such as 
transparency, accountability, and fairness, is often inadequate when dealing with AI systems due to AI's 
complexity and opacity often referred to as the "black box" problem. Moreover, traditional safeguards like 
Data Protection Impact Assessments (DPIAs) may fall short without specific guidelines for addressing 
AI-related risks such as algorithmic bias or discrimination.369  

Despite data protection laws mandating compliance with purpose limitation and data minimization 
principles, many African data protection frameworks, such as Nigeria’s NDPR and Kenya’s Data 
Protection Act, fall short in addressing the specific challenges posed by AI systems. While these laws 
emphasize the importance of limiting data use to specified purposes, they lack explicit provisions to 
govern the lifecycle of AI systems comprehensively370. This gap is particularly concerning given the 
nature of AI systems, which rely on vast amounts of data sourced from web scraping, social media 
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platforms, and user-generated inputs. The aggregation of these data sources enables AI systems to infer 
sensitive personal information, such as health status371, political affiliations, or religious beliefs, even from 
seemingly harmless datasets. Without explicit safeguards, this extensive data collection and processing 
can lead to significant privacy violations and other rights infringements372. For example, repurposed data 
might be used for activities like surveillance, potentially stifling freedoms such as expression and 
association.373 

The "black box" nature of many AI systems means that even though the principle of accountability 
mandates that data controllers are responsible for data processing, it becomes difficult to trace or explain 
how decisions are made374. This lack of transparency limits individuals’ ability to challenge or understand 
AI-driven decisions, undermining the principle of fairness. Additionally, AI systems often rely on training 
data that may be incomplete or biased, particularly since many AI systems used or being adopted in 
Africa are developed outside the continent375. As a result, these systems may not adequately represent the 
diverse cultural and social contexts within African societies376. Despite these realities, the current data 
protection frameworks, including the Malabo Convention, which primarily focus on data privacy and 
security, do not sufficiently address these complexities, nor do they provide clear guidance on ensuring AI 
systems are fair, inclusive, and accountable, highlighting the need for more nuanced and region-specific 
regulations in Africa.377 

The provisions on automated decision-making (ADM) in many African data protection laws, while a step 
in the right direction, remain insufficient in fully addressing the complexities and risks inherent in AI 
systems378. Although some African data protection laws emphasize the need for transparency and 
accountability in ADM, the lack of a clear, unified definition of "automated decision-making" limits the 
effectiveness of these provisions. For instance, the Protection of Personal Information Act (POPIA) in 
South Africa requires organizations to provide clear and understandable information about how decisions 
using ADM are made, including the logic behind them, and to allow individuals to contest unfair 
decisions379. Similarly, the Nigeria Data Protection Regulation (NDPR) of 2019 stresses the need for 
organizations to inform individuals about the use of their personal data for automated decision-making, 
including the consequences such processing may have on them.  

In Kenya, the Data Protection Act of 2019 has similar provisions, with individuals having the right not to 
be subjected to automated decision-making that has legal effects unless such processing is necessary for 
the performance of a contract or is legally mandated or a data subject has given their consent. Data 
controllers and processors are also required to inform data subjects of the logic involved in reaching the 
conclusion, with the data subjects having a right to request for human intervention. 
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These provisions highlight a common trend across several African jurisdictions namely, an emphasis on 
the rights of data subjects with respect to automated data processing and decision-making. However, 
despite these provisions, African data protection laws still fall short of providing robust safeguards to 
address the broader challenges posed by AI systems. While the emphasis on transparency is crucial, the 
complexity and opacity of many AI systems particularly those developed outside Africa remain a 
significant concern. These laws lack clear frameworks to ensure that AI systems are designed and 
implemented in a way that is culturally sensitive, inclusive, and fair.380 

Risks and Challenges in AI and Privacy  

As technology continues to evolve, the use of Artificial Intelligence (AI) introduces significant risks and 
challenges, particularly in privacy and data protection. AI systems rely on vast amounts of personal data, 
raising concerns about how data is collected, processed, stored, and shared. One major challenge tied to 
the collection and processing of such voluminous quantities of data is bias and discrimination in AI 
systems, where flawed or unrepresentative datasets can lead to unfair outcomes, reinforcing existing 
inequalities.381 Additionally, AI-driven surveillance increases data privacy concerns, as governments and 
corporations may exploit AI for mass data collection and monitoring. Issues of data sovereignty and 
cross-border data flows further complicate AI development, with countries seeking to assert control over 
data generated within their borders. Compounding these risks are gaps in regulatory and institutional 
capacity, where legal frameworks struggle to keep pace with AI advancements, leaving individuals 
vulnerable to data misuse. Addressing these challenges requires a mix of solutions including robust laws, 
ethical AI development, and responsible data governance to ensure innovation does not come at the cost 
of fundamental rights.382 

Bias and Discrimination in AI Systems 

Bias in Artificial Intelligence (AI) refers to systematic errors in AI systems that lead to unfair or 
discriminatory outcomes, often favoring or disadvantaging certain groups.383 These biases can arise from 
historical inequalities, flawed training data, algorithmic design, and human influence during AI 
development. For instance, if an AI system is trained on unrepresentative or skewed datasets, it may 
reinforce existing social biases rather than eliminate them. A well-documented example is facial 
recognition technology, which has been found to be significantly less accurate for individuals with darker 
skin tones due to the lack of diversity in training data.384 Similarly, AI-driven hiring tools have 
demonstrated biases against women and underrepresented groups because they have been trained on past 
hiring decisions that reflect systemic discrimination.385 

The consequences of AI bias can be far-reaching, affecting areas such as criminal justice, financial 
services, healthcare, and recruitment. Predictive policing tools, for example, have been criticized for 
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disproportionately targeting marginalized communities, while AI-powered credit scoring systems may 
deny loans to individuals based on flawed correlations rather than their actual creditworthiness.386 These 
biases not only exacerbate social inequalities but also undermine public trust in AI-driven 
decision-making. 

To address these issues, it is essential to design AI systems with fairness and inclusivity in mind. This 
includes using diverse and representative datasets, developing bias-detection mechanisms, implementing 
fairness-aware algorithms, and conducting regular audits to monitor AI behavior over time. Additionally, 
policymakers and regulatory bodies must establish clear guidelines to ensure AI applications do not 
perpetuate discrimination.387 As AI continues to play a greater role in society, creating systems that are 
transparent, accountable, and fair is critical to ensuring ethical and responsible AI development. 

Data Privacy and Surveillance Concerns 

Artificial Intelligence (AI) and digital technologies have raised significant concerns about data privacy 
and mass surveillance. AI systems rely on vast amounts of personal data to function effectively, often 
collecting and analyzing information from social media, online transactions, healthcare records, and even 
biometric data.388 This widespread data collection increases the risk of unauthorized access, data breaches, 
and misuse of personal information.389 Additionally, AI-powered surveillance tools, such as facial 
recognition, predictive analytics, and automated monitoring systems, have been deployed by governments 
and corporations, often without adequate safeguards. These technologies can track individuals’ 
movements, monitor online activities, and even predict behavior, raising questions about the erosion of 
personal privacy and the potential for abuse by authoritarian regimes or powerful corporations.390 

One of the biggest challenges in addressing AI-driven surveillance is the lack of robust and specific data 
protection frameworks and enforcement mechanisms in many jurisdictions.391 While regulations like the 
General Data Protection Regulation (GDPR) in the European Union and Kenya’s Data Protection Act, 
2019 set strict requirements for data collection, storage, and processing, many countries still lack 
comprehensive privacy laws.392 Additionally, cross-border data flows complicate enforcement, as data 
collected in one jurisdiction may be stored and processed in another with weaker privacy protections. This 
lack of oversight creates opportunities for unethical data harvesting, profiling, and targeted manipulation, 
such as in cases where AI-powered advertising systems exploit personal data to influence consumer 
behavior or political opinions.393 

To mitigate these risks, it is essential to establish stronger legal frameworks, increase transparency in 

393 Ibid 

392 World Bank (2019), ID4D Practitioner’s Guide: Version 1.0, Washington, DC: World Bank. License: Creative 
Commons Attribution 3.0 IGO (CC BY 3.0 IGO). 

391 Josa MJ., Bathroom AM., Alhabbash MI., Harara FES., Abu-Nasser BS., Abu-Naser SS., (2024), AI and Ethics 
in Surveillance: Balancing Security and Privacy in a Digital World, International Journal of Academic Engineering 
Research. 

390 Antunes, E.M, (2021), Surveillance and Predictive Policing Through AI, Deloitte. 
389 DataGuard, (2024), The Growing Data Privacy Concerns with AI: What You Need to know. 
388 Van Rijmenam Mark., (2023), Privacy in the Age of AI: Risks, Challenges and Solutions, The Digital Speaker. 
387 Ibid 
386 Ibid 

https://id4d.worldbank.org/guide/data-protection-and-privacy-laws#:~:text=Many%20international%20standards%20also%20impose,other%20databases%20holding%20personal%20data
https://philarchive.org/archive/MOSAAE-2#:~:text=Regulatory%20and%20Legal%20Frameworks%20for,applied%5B31%2D37%5D.
https://philarchive.org/archive/MOSAAE-2#:~:text=Regulatory%20and%20Legal%20Frameworks%20for,applied%5B31%2D37%5D.
https://www.deloitte.com/global/en/Industries/government-public/perspectives/urban-future-with-a-purpose/surveillance-and-predictive-policing-through-ai.html
https://www.dataguard.com/blog/growing-data-privacy-concerns-ai/#:~:text=Some%20of%20the%20risks%20include,the%20use%20of%20their%20data.
https://www.thedigitalspeaker.com/privacy-age-ai-risks-challenges-solutions/


 

AI-driven data collection, and promote privacy-preserving technologies such as encryption and 
anonymization. Policymakers and technology developers must work together to create AI systems that 
respect fundamental rights to privacy while ensuring that innovations do not come at the expense of 
personal freedoms. Without proper safeguards, AI’s potential to enhance efficiency and security could be 
overshadowed by its role in enabling widespread surveillance and diminishing civil liberties.394 

Data sovereignty and cross-border data flows in AI development 

As Artificial Intelligence (AI) development becomes increasingly data-driven, concerns around data 
sovereignty and cross-border data flows have gained prominence. Data sovereignty refers to the principle 
that data is subject to the laws and governance structures of the country where it is collected or 
processed.395 However, in an era where AI systems rely on global data networks, businesses and 
governments frequently transfer data across borders for storage, analysis, and processing. This has led to 
complex legal and regulatory challenges, particularly when data is sent to jurisdictions with weaker 
privacy protections or different legal standards.396 Jurisdictions with strict data localization laws, such as 
the European Union, require certain categories of personal data to be stored and processed within their 
national borders, citing national security and privacy concerns.397 

The debate over cross-border data flows is further complicated by AI’s dependence on large datasets for 
training and decision-making. AI models benefit from access to diverse data sources, but inconsistent 
regulatory frameworks can hinder collaboration and technological advancements.398 For instance, the 
General Data Protection Regulation (GDPR) in the European Union imposes stringent conditions on the 
transfer of personal data outside the EU, requiring recipient countries to provide an adequate level of data 
protection.399 Similarly, Kenya’s Data Protection Act, 2019, mandates that data transfers be conducted in a 
manner that ensures privacy rights are upheld.400 These regulations, while essential for data security and 
individual privacy, can create barriers for multinational companies and AI researchers who rely on 
cross-border data sharing to develop more accurate and inclusive AI models. 

To address these challenges, there is a growing push for international cooperation in data governance. 
Agreements such as the EU-U.S. Data Privacy Framework and regional initiatives like the African 
Union’s Data Policy Framework seek to balance the need for data protection with economic and 
technological growth. Additionally, privacy-enhancing technologies (PETs), such as federated learning 
and differential privacy, are emerging as potential solutions that allow AI models to be trained on 
decentralized data without compromising individual privacy or violating sovereignty laws. Moving 
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forward, policymakers, AI developers, and global institutions must collaborate to create harmonized data 
governance structures that enable secure, ethical, and innovation-friendly AI development while 
respecting national interests and privacy rights. 

Gaps in Regulatory and Institutional Capacity 

The rapid advancement of Artificial Intelligence (AI) has outpaced the development of regulatory and 
institutional frameworks, leaving significant gaps in governance, enforcement, and oversight.401 While AI 
technologies are being deployed across various sectors—including healthcare, finance, and 
security—many countries lack comprehensive legal frameworks to address issues such as bias, privacy 
violations, accountability, and ethical concerns.402 Existing laws, such as Kenya’s Data Protection Act, 
2019, the EU’s General Data Protection Regulation (GDPR), and other regional policies, offer a 
foundation for AI governance. However, these regulations primarily focus on data protection and often 
fail to address the unique risks posed by AI systems, such as algorithmic discrimination, autonomous 
decision-making, and the potential for large-scale misinformation.403  

Another critical challenge is the limited institutional capacity to enforce AI-related regulations effectively. 
Many data protection authorities and regulatory bodies face resource constraints, including a lack of 
skilled personnel, inadequate funding, and outdated technological infrastructure.404 This makes it difficult 
for regulators to audit AI systems, investigate data breaches, or impose sanctions on non-compliant 
entities. In developing countries, the challenge is even more pronounced, as regulatory institutions often 
struggle with competing priorities and may lack technical expertise to oversee AI’s complex and evolving 
nature.405  

Without well-equipped institutions, AI governance remains largely reactive rather than proactive, 
increasing the risk of unchecked AI deployment that could harm individuals and societies. Furthermore, 
regulatory fragmentation across different jurisdictions makes it difficult to establish a coordinated global 
approach to AI governance.406 While some countries have adopted national AI strategies and ethical 
guidelines, the lack of harmonized international standards has resulted in inconsistent regulatory 
practices. This fragmentation complicates compliance for multinational AI developers and businesses, 
leading to legal uncertainty and potential regulatory loopholes that could be exploited.407 To bridge these 
gaps, governments and regulatory bodies must invest in AI research, build institutional expertise, and 
foster international cooperation to develop adaptive and future-proof AI governance frameworks. 
Additionally, collaboration between policymakers, industry leaders, civil society, and academia is 
essential to ensure that AI regulations are not only effective but also inclusive and innovation-friendly.408 
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Policy Recommendations and Future Outlook 

○ Strengthening AI-Specific Legislation in Africa 

As Artificial Intelligence (AI) continues to transform industries across Africa, the need for robust, 
AI-specific legislation has become increasingly urgent. While 36 out of the 54 nations have enacted data 
protection laws, representing over 66% of the continent, these frameworks primarily focus on personal 
data privacy and do not comprehensively address the unique challenges posed by AI.409 Current legal 
frameworks often lack provisions on algorithmic accountability, ethical AI deployment, bias mitigation, 
and AI safety standards, leaving regulatory gaps that could expose citizens to unfair discrimination, 
misinformation, and privacy violations. 

Recognizing these challenges, several African nations have begun developing AI strategies and guidelines 
to regulate the use and development of AI technologies: 

● Kenya: The draft Kenya National AI Strategy (2025-2030) was recently published as the drafters 
sought the public’s input to help create a comprehensive document. It aims to integrate AI into 
key sectors such as healthcare, agriculture, and financial services, with a focus on responsible AI 
adoption. Additionally, Kenya’s Data Protection Act, 2019, though not AI-specific, provides a 
foundation for governing AI-driven data processing. 

● South Africa: In 2024, South Africa released the National Policy Framework on AI to guide 
ethical AI development and its application in government services. The country has also engaged 
in public-private partnerships to ensure AI regulation aligns with industry needs. 

● Nigeria: The National Information Technology Development Agency (NITDA) has introduced 
guidelines on AI and data governance, emphasizing transparency, accountability, and fairness in 
AI-powered decision-making. Nigeria is also working towards a National AI Strategy to create a 
regulatory environment that fosters innovation while addressing AI-related risks. 

● Egypt: Egypt launched its National AI Strategy (2021-2025), focusing on AI capacity-building, 
investment in AI research, and responsible AI adoption across sectors such as education, health, 
and security. 

To strengthen AI governance, African policymakers must develop clear, AI-specific laws and regulatory 
frameworks that balance innovation with ethical safeguards. These laws should focus on transparency, 
accountability, and fairness in AI decision-making, requiring AI developers and organizations to conduct 
impact assessments before deploying AI systems that could significantly affect individuals or 
communities. Additionally, legal frameworks should promote explainable AI (XAI)—ensuring that 
AI-generated decisions are interpretable and challengeable. 

Furthermore, regional cooperation will be critical in shaping AI legislation across Africa. Since AI 
technologies and data flows are cross-border by nature, African nations should work towards harmonized 

409 Lawyers Hub (2024), Africa Privacy Report 2023/2024, lawyershub.org  
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AI policies that align with continental frameworks such as the African Union (AU) Data Policy 
Framework and international standards like the OECD AI Principles. A pan-African approach to AI 
governance would enhance regulatory certainty, foster responsible AI innovation, and prevent regulatory 
fragmentation that could slow down AI adoption. 

Lastly, strengthening AI legislation must be accompanied by investment in regulatory capacity-building. 
Governments should empower AI oversight bodies with technical expertise, funding, and enforcement 
authority to effectively regulate AI-driven technologies. Additionally, multi-stakeholder 
engagement—including government, private sector, academia, and civil society—is essential to ensuring 
that AI laws reflect societal values, protect fundamental rights, and promote Africa’s digital 
transformation. 

○ Regulatory Sandboxes for AI and Privacy 

Regulatory sandboxes have emerged as a critical tool for balancing innovation with privacy safeguards. A 
regulatory sandbox is a controlled environment where AI developers, businesses, and policymakers can 
test AI-driven products, services, and policies under real-world conditions while ensuring compliance 
with data protection and privacy laws.410 This approach allows regulators to observe potential risks, refine 
legal frameworks, and provide tailored guidance without stifling technological advancement. 

In the context of AI and privacy, regulatory sandboxes serve several purposes: 

● Testing AI Models for Bias and Fairness: Sandboxes provide an opportunity for AI systems to be 
evaluated for algorithmic bias, discrimination risks, and fairness before full-scale deployment. 

● Assessing Data Protection Compliance: Companies can experiment with AI-driven data 
processing while adhering to privacy regulations, ensuring that automated decision-making does 
not violate user rights. 

● Developing AI Governance Frameworks: Regulators use insights from sandboxes to shape AI 
policies, ethical guidelines, and sector-specific regulations that are adaptable and informed by 
real-world use cases. 

Several African countries are beginning to explore regulatory sandboxes for AI and data governance: 

● Kenya: The Office of the Data Protection Commissioner (ODPC) is working on a Regulatory 
Sandbox Framework to test data-driven innovations while ensuring they comply with the Data 
Protection Act, 2019.411 

● Nigeria: The National Information Technology Development Agency (NITDA) has AI regulatory 
sandboxes where businesses and startups can test AI applications within privacy-preserving 

411 ODPC (2024), Strategic Plan 2023 - 2027: Promoting personal data protection by design or default, Republic of 
Kenya 

410 Datasphere Initiative (2025), Africa Sandboxes Outlook Report, thedatasphere.org 
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guidelines.412 

● South Africa: The Financial Sector Conduct Authority (FSCA) operates a sandbox for fintech and 
AI innovations, ensuring that AI-driven financial services adhere to consumer protection and data 
privacy standards.413 

To enhance the effectiveness of regulatory sandboxes, African policymakers should promote 
multi-stakeholder participation by involving regulators, tech developers, legal experts, and civil society, 
ensuring diverse perspectives in AI governance. Cross-border cooperation is essential for harmonizing AI 
regulations across regional economic blocs like the East African Community (EAC) and ECOWAS. 
Additionally, clear exit strategies should be established to guide AI innovations from sandbox testing to 
full-scale deployment while upholding privacy safeguards. By leveraging regulatory sandboxes, African 
countries can foster responsible AI innovation, strengthen data protection, and ensure AI systems remain 
ethical, transparent, and privacy-conscious. 

○ Ethical AI and Capacity Building for Policymakers 

Ethical AI refers to the development, deployment, and use of AI systems in a manner that aligns with 
human rights, transparency, accountability, and inclusivity. Key ethical concerns in AI include bias and 
discrimination, data privacy, explainability, and the societal impact of automated decision-making. 

In Africa, the ethical use of AI is particularly important given the continent’s diverse socio-economic and 
cultural landscape. AI-driven systems must be designed to respect human dignity, minimize bias, and 
ensure equitable access to AI benefits. However, many African policymakers face capacity gaps in AI 
governance, making it difficult to craft, implement, and enforce responsible AI regulations. 

The Need for Capacity Building 

To effectively regulate AI and address ethical concerns, African policymakers need: 

● Technical Understanding of AI Systems – Policymakers should have foundational knowledge of 
machine learning, data governance, and algorithmic decision-making to assess AI’s impact on 
privacy, fairness, and security. 

● Legal and Regulatory Training – Given the rapid evolution of AI, laws and policies must be 
adaptive. Policymakers must stay informed on international AI governance trends, such as the EU 
AI Act and the OECD AI Principles, while tailoring policies to Africa’s unique context. 

● Cross-Sector Collaboration – Ethical AI governance requires engagement with AI developers, 
legal experts, human rights advocates, and the private sector to ensure that policies are holistic 
and inclusive. 

● Public Awareness and Stakeholder Engagement – Building trust in AI requires policymakers to 
communicate AI risks and safeguards to the public and ensure that citizens understand their rights 

413  Datasphere Initiative (2025), Africa Sandboxes Outlook Report, thedatasphere.org 

412 Okorie J. (2024), Nigeria to establish AI, IoT, blockchain research centres across the six Geopolitical Zones, 
Techpoint 
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in an AI-driven world. 

To strengthen ethical AI and capacity building for policymakers, African governments and regional 
organizations should invest in AI education and training programs for regulators and public officials. It is 
also critical to foster partnerships with universities, research institutions, and international AI policy 
bodies to create localized AI governance frameworks. Governments should also encourage AI policy 
research to assess the impact of AI on African economies, labor markets, and democratic governance. 

By prioritizing ethical AI and regulatory capacity building, African nations can ensure that AI 
technologies align with human rights principles, foster economic growth, and protect citizens from harm. 

○ Public Awareness and Digital Literacy on AI and Privacy 

Public awareness and digital literacy have become essential in ensuring that individuals understand how 
AI systems operate, their potential risks, and the safeguards available to protect personal data and privacy. 
Without adequate awareness, individuals may unknowingly expose themselves to data misuse, 
algorithmic bias, and surveillance risks, while lacking the knowledge to question, challenge, or opt out of 
AI-driven decisions that impact their lives. 

Digital literacy in the AI era goes beyond basic technical skills—it encompasses the ability to critically 
assess how AI systems collect, process, and utilize data, as well as the rights and responsibilities 
associated with digital interactions. Educating the public on these aspects empowers individuals to make 
informed choices, advocate for their privacy, and demand transparency from AI developers and 
policymakers. 

Key focus areas for public awareness and digital literacy include: 

1. Understanding AI and Its Role in Society – Demystifying AI technologies, explaining their 
functions, and highlighting both their benefits and ethical concerns. 

2. Data Protection and Privacy Rights – Educating individuals on how their data is collected, stored, 
and shared, and providing guidance on privacy-preserving practices such as data minimization 
and encryption. 

3. Algorithmic Bias and Fairness – Raising awareness of discriminatory AI outcomes and equipping 
people with knowledge on how bias can influence hiring, credit scoring, law enforcement, and 
healthcare decisions. 

4. Responsible Use of AI-Powered Tools – Encouraging individuals to adopt safe and ethical AI 
interactions, including verifying sources of AI-generated content and understanding the 
implications of deepfakes and misinformation. 

5. Cybersecurity Awareness – Teaching best practices for safeguarding personal data in an AI-driven 
digital environment, such as strong authentication methods, recognizing phishing attempts, and 
avoiding AI-powered fraud schemes. 

Public awareness campaigns, digital literacy initiatives, and collaborations with educational institutions, 



 

civil society, and technology firms are critical in ensuring that AI and privacy discussions are accessible 
to all, not just experts and policymakers. By fostering a digitally literate population, societies can build 
trust in AI systems, encourage responsible AI use, and empower individuals to engage in meaningful 
conversations about privacy and ethical AI governance. 

○ Cross-Border Cooperation on AI Governance 

AI’s development and deployment increasingly transcend national borders, necessitating strong 
cross-border cooperation on AI governance. Given that AI technologies impact global economies, 
security frameworks, and human rights, countries must work together to establish harmonized policies, 
ethical standards, and regulatory frameworks that ensure AI is used responsibly and equitably across 
jurisdictions. 

One key challenge in AI governance is regulatory fragmentation, where different countries enforce 
varying AI laws and standards. This lack of uniformity can lead to compliance challenges for businesses, 
ethical concerns regarding AI-driven decision-making, and risks of regulatory arbitrage, where companies 
relocate to jurisdictions with weaker AI regulations. Cross-border cooperation aims to address these gaps 
by promoting policy alignment, knowledge-sharing, and mutual recognition of AI governance standards. 

Key areas of cooperation include: 

1. Developing Common AI Ethics and Standards – Establishing international guidelines that 
promote fairness, accountability, and transparency in AI systems, ensuring that ethical principles 
are upheld across borders. 

2. Data Governance and Cross-Border Data Flows – Crafting agreements on data protection and 
privacy standards, balancing national security interests with the free flow of data necessary for AI 
innovation. 

3. AI Safety and Risk Mitigation – Collaborating on AI safety protocols, cybersecurity measures, 
and risk assessment frameworks to prevent misuse and ensure AI reliability in critical sectors like 
healthcare and finance. 

4. Joint Research and Capacity Building – Encouraging countries to share best practices, invest in 
AI research collaborations, and build technical expertise, particularly for nations with limited AI 
regulatory capacity. 

5. AI and Human Rights Protection – Strengthening international cooperation to prevent AI-driven 
human rights violations, such as mass surveillance, algorithmic discrimination, and unethical 
deployment of AI in law enforcement or warfare. 

Regional bodies like the African Union (AU), European Union (EU), and United Nations (UN) are 
already playing a role in shaping multilateral AI governance discussions, while bilateral agreements 
between nations are helping to bridge policy gaps and facilitate AI innovation in a responsible manner. 
Strengthening these cross-border partnerships will be crucial in ensuring AI development aligns with 
global ethical, legal, and human rights standards. 



 

Conclusion 

To conclude, the adoption and regulation of AI in Africa presents both opportunities and significant 
challenges. AI systems, often developed outside the continent and trained on non-inclusive datasets, risk 
amplifying biases, infringing on human rights, and deepening inequalities through the AI divide. While 
data protection laws across Africa provide a foundation for safeguarding individual rights, they remain 
inadequate to address the complexities of AI, particularly regarding automated decision-making, 
transparency, and accountability. The absence of consistent definitions, mechanisms to address 
algorithmic opacity, and frameworks for inclusive AI development further exacerbates these 
shortcomings. 

Additionally, a significant challenge for incorporating AI in Africa lies in the ability of businesses to 
identify compelling and viable use cases that can attract investor funding with a reasonable expectation of 
strong returns. While the continent is experiencing a rise in local actors engaging in AI knowledge 
creation, capacity building, and innovation, fueled by enhanced computational capacity and increased 
funding for start-ups, gaps remain. Many countries still face a shortage of skilled, home-grown AI talent 
and mentorship programs, despite the growing availability of upskilling and training opportunities in AI. 
This creates a barrier to unlocking the full potential of AI-driven solutions across various sectors. 

Although the AU AI Continental Strategy offers a pivotal blueprint, emphasizing ethical AI development, 
adaptable regulations, and the need to respect Africa’s unique cultural and social context, its successful 
implementation demands coordinated efforts from policymakers, private sector stakeholders, and civil 
society to address gaps in existing data protection laws, foster inclusive AI ecosystems, and prioritize 
capacity building.  

Facilitating the exchange of best practices, knowledge transfer, and joint research efforts between member 
states is essential. By tackling key challenges such as talent development, funding, and data accessibility, 
African countries can collectively harness AI's transformative potential, driving economic growth, 
enhancing social outcomes, and promoting a more equitable and inclusive future for all. 

Overall, African nations must urgently adopt a harmonized approach to AI governance that incorporates 
robust data protection principles, such as transparency, fairness, and accountability, throughout the AI 
lifecycle. Investments in homegrown AI solutions, informed by diverse African perspectives, are essential 
to ensure that AI serves as a tool for empowerment rather than exploitation. Governments, regulators, and 
stakeholders must act now to strengthen AI governance frameworks, bridge the AI divide, and foster an 
ecosystem that upholds African values and rights. This includes enacting targeted legislation, investing in 
research, and ensuring that AI systems deployed in Africa align with its local context, cultures and values. 

 

 

 

 



 

Country-Specific Analysis 

Kenya 

Data Protection 

A data protection regulation framework is in place in Kenya, with the Data Protection Act (2019) 
(DPA)414 serving as the key legislation safeguarding the fundamental right of privacy protected under the 
Constitution of Kenya (2010). The DPA is supplemented by several regulations including the Compliance 
and Enforcement Regulations (2021)415 providing for complaints handling procedures and enforcement 
mechanisms, the Registration of Data Controllers & Data Processors Regulations (2021),416 and the Data 
Protection General Regulations (2021)417 which elaborates on the rights of data subjects and principles of 
data protection. The Kenyan DPA establishes the Office of the Data Protection Commissioner (ODPC) 
which implements the Act and its supplemental Regulations as well as resolves disputes on data 
protection issues.418 

In addition to the DPA and its regulations, the ODPC has also issued certain guidances on various relevant 
issues in data protection law implementation, including on registration of data controllers and data 
processors,419 processing of personal data for electoral purposes, on data protection impact assessments,420 
on consent,421 and on complaints management422 and alternative dispute resolution processes.423 

AI Regulation 

With regard to AI regulation, there are no specific legal or regulatory frameworks governing AI in the 
country. In 2018, Kenya established the Blockchain and Artificial Intelligence Task Force to investigate 
the potential benefits of AI in the public sector, with the Task Force recommending the development of a 
regulatory framework. More recently, there have been steps by the government taken towards regulation 
by the ongoing development of the Kenya National AI Strategy (2025-2030), which is undergoing public 
consultations and expected to be launched by the Ministry of ICT in early 2025. The draft Strategy 
outlines a vision for Kenya to be positioned as a leading hub for AI model innovation, creating tailored 
solutions for local challenges by prioritising governance, innovation and capacity building. Additionally, 
it is a priority to ensure equitable and sustainable AI benefiting all citizens. 

423 ODPC (n.d), The Alternative Dispute Resolution (ADR) Framework/ Guidelines, Office of the Data Protection 
Commissioner. Office of the Data Protection Commissioner. 

422 ODPC (n.d), Complaints Management Manual, Office of the Data Protection Commissioner. 
421 ODPC (n.d), Guidance Notes on Consent, Office of the Data Protection Commissioner. 
420 ODPC (n.d), Guidance Note on Data Protection Impact Assessment, Office of the Data Protection Commissioner.  

419 ODPC (n.d), Office of the Data Protection Commissioner, Guidance Note on Registration of Data Controllers and 
Data Processors, Office of the Data Protection Commissioner.  

418 ODPC (n.d), The Kenya Data Protection Act (No. 24 of 2019) Section 5, Office of the Data Protection 
Commissioner. 

417  ODPC (n.d),  The Data Protection (General) Regulations, 2021, Office of the Data Protection Commissioner.  

416 ODPC (n.d), The Data Protection (Registration of Data Controllers and Data Processors) Regulations, 2021, 
Office of the Data Protection Commissioner.  

415 ODPC (n.d), The Data Protection (Compliance and Enforcement) Regulations, 2021, Office of the Data 
Protection Commissioner.  

414 ODPC (n.d), The Kenya Data Protection Act (No. 24 of 2019), Office of the Data Protection Commissioner. 
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In April 2024, the Kenya Bureau of Standards (KEBS) published the “Draft Information Technology 
Artificial Intelligence Code of Practice for AI Applications”424 for public comments. The Draft Code is 
intended to govern the development, deployment and use of AI systems in a responsible way. It outlines 
principles to ensure that there is development of trustworthy AI systems that prioritise transparency and 
accountability, explainability and minimization of risks. However, the Code has not been finalized and is 
not yet operational. 

In 2025, the NRF Kenya Call on Artificial Intelligence for Cultural Heritage (KAICH)425 invited 
submissions from researchers, professionals, and practitioners interested in advancing the use of AI in 
cultural heritage conservation. The call seeks to promote interdisciplinary research on both tangible and 
intangible heritage, utilizing AI models, tools, and methodologies for conservation, study, and broader 
public access to cultural heritage (CH). 

The Robotics Society of Kenya drafted the Kenya Robotics and Artificial Intelligence Society Bill 2023426 
to establish a regulatory framework for AI governance in Kenya. However, the Bill remains in draft form 
and has yet to be published in the Kenya Gazette. It has not received government backing and has faced 
opposition from key private sector players and stakeholders. 

Beyond the above draft documents, AI in Kenya is affected by other laws such as the DPA which provides 
for the right not to be subject to a decision which is solely based on automated processing, and the 
Consumer Protection Act of 2012 which will apply to the protection of customers who use AI products 
and systems. Additionally, the existing Computer Misuse and Cybercrimes Act of 2018 applies to the 
owners or operators of systems designated as critical infrastructure, which may apply to AI systems if 
considered critical information infrastructure. 

Section 22 of the DPA is applicable to the adoption and regulation of AI as it provides for algorithmic 
transparency, need for data controllers and processors to inform data subjects on automated individual 
decision making, as well as providing rationale on the decisions.427 In the education sector, Kenya faced 
scrutiny in using automated decision making within admission processes, suggesting the need for 
transparency in the use of such automated systems.428 

AI Taskforce 

Kenya’s Cabinet Secretary for ICT in 2019 established the Distributed Ledgers Technologies and 
Artificial Intelligence Taskforce (the "Taskforce").429 The mandate of the Taskforce was to explore and 
analyze upcoming digital technologies that demonstrate great potential to transform Kenya's economy, 
including disruptive technologies that are currently shaping the global economy such as distributed ledger 
technologies (Blockchain and hashgraph), artificial intelligence (Al.), 5G wireless technology, and the 

429  White & Case (2024), AI Watch: Global regulatory tracker - Kenya, whitecase.com. 

428 Centre for Intellectual Property and Information Technology Law (2024), Unveiling Privacy in the AI Era: 
Navigating Surveillance, Ethics, and Equitable Solutions”, Strathmore University.  

427 ODPC (n.d), The Kenya Data Protection Act (No. 24 of 2019) Section 22, Office of the Data Protection 
Commissioner. 

426 White & Case (2024), AI Watch: Global regulatory tracker - Kenya, whitecase.com. 
425 NRF (2025), Application of Artificial Intelligence (AI) in Cultural Heritage, National Research Fund. 

424 DataGuidance (2024), Draft Kenya Standard on Information Technology – Artificial Intelligence- Code of 
Practice for AI Applications (DKS 3007:2024), 2024,  Kenya Bureau of Standards. 
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internet of things.430 The Taskforce in its report noted that the challenge for regulation of AI is how to 
balance supporting innovation and competition while protecting customers, market integrity, financial 
stability, and human life. 

AI Initiatives 

In 2024, Microsoft launched an AI skilling initiative in Kenya, with the aim of having a significant impact 
on the country’s digital economy by fostering innovation and digital transformation across various 
sectors.431 It is part of Microsoft’s commitment to democratise AI and empower individuals with the skills 
needed to thrive in the digital economy, aligned with Kenya’s Vision 2030 and Digital Masterplan. The 
programme intends to train 1 million people in AI and cybersecurity by 2027.432 

In celebration of Data Privacy Day 2024, the Office of the Data Protection Commissioner (ODPC) in 
Kenya launched an innovative AI chatbot to enhance data privacy awareness and support among citizens 
and businesses.433 The chatbot – LindaData aims to provide accessible and real-time assistance to 
individuals and organizations seeking information on data protection regulations, best practices, and 
compliance guidelines.434  

In 2018, the Kenya National Police Service adopted a facial recognition system to identify vehicles 
involved in crimes through CCTV cameras and Automatic Number Plate Recognition. As this technology 
analyses faces in real time through a large number of cameras, there have been concerns raised on the 
challenges of algorithmic transparency, surveillance and privacy.435 With such privacy concerns arising on 
the use of AI systems within the country, there is a need to address these challenges through policy 
frameworks in line with global best practices. 

In 2024, President Ruto announced that the Government of Kenya will host the Global Data Festival in 
2026,436 to catalyze global progress on data, technology, and AI for economic and social progress. The 
festival will be organized with the Global Partnership for Sustainable Development Data. 

 

 

Rwanda 

Data Protection 

436 Data4sdgs (2024), President Ruto announces Kenya as the host of the 2026 Global Data Festival, Global 
Partnership for Sustainable Development Data. 

435 Paul Wanjama (2018), Police launch Facial Recognition System to Nab Criminals. 
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Protection Commissioner. 
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Rwanda has in place the law relating to the protection of personal data and privacy (Data Protection Law) 
which has been in effect since 2021.437 The law establishes the principles guiding the processing and use 
of personal data, and the roles of data controllers, data collectors and processors on the protection and safe 
use of personal data. The Act also provides for the National Cyber Security Authority (NCSA) which is 
the supervisory authority on matters of data protection regulation and implementation.438  

AI Regulation 

The National Artificial Intelligence Policy for Rwanda was approved in 2023 and is a road map to enable 
Rwanda to harness the benefits of AI whilst mitigating its risks. It makes provision for trustworthy AI 
adoption in the public sector, and prioritises the need to harness AI for sustainable and inclusive growth in 
the country. This AI adoption has been demonstrated in Rwanda, for instance, through its use in 
improving healthcare in the country through streamlining procurement of healthcare supplies.439 

The Policy also advocates for the development and operationalization of the “Guidelines on the Ethical 
Development and Implementation of AI”, while creating a network of AI Ethics Officers across the 
government institutions to champion these guidelines.440 

Further, other laws such as the Data Protection Law can affect AI use in the country, for instance, the law 
provides for data subjects rights in relation to automated decisions. The Act states that it applies to 
processing of personal data through an automated platform, and by stating that the data subject has the 
right not to be subject to a decision based solely on automated personal data processing, including 
profiling, which evaluates an individual on personal aspects and make predictions flowing from these 
characteristics, and may produce significant or legal consequences on the individuals.441  

These laws, as well as the National AI Policy provide a proactive basis and a direction for the adoption of 
a broader regulatory framework concerning AI adoption in the country, even as innovation gradually 
increases within the country. 

AI Initiatives 

In 2020, at the World Economic Forum (WEF) Annual Meeting in Davos, the Government of Rwanda 
signed an agreement with WEF to establish the Centre for the Fourth Industrial Revolution (C4IR) 
Rwanda.442 As part of a global network of 19 centers, C4IR Rwanda is at the forefront of shaping the 
Fourth Industrial Revolution, leveraging local expertise to drive global impact. Aligned with Rwanda’s 
national development priorities, the center focuses on data economy, data governance, artificial 
intelligence (AI), and machine learning (ML) to accelerate responsible and inclusive technological 
advancements.443 

443 C4IR (n.d), About Us, Centre for the Fourth Industrial Revolution. Accessed 28 February 2025. 
442 C4IR (n.d), About Us, Centre for the Fourth Industrial Revolution. Accessed 28 February 2025. 
441  RwandaLII (n.d), Rwanda Law on the Protection of Personal Data (Law No 058/2021), article 2 and 21. 
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The Kigali Innovation City is a growing tech hub home to CMU-Africa, large corporations, and 
technology companies, with the goal of driving Rwanda’s economic growth through digital 
transformation.444 

Additionally, Rwanda is set to become a hub for AI research and innovation as InstaDeep,445 a 
London-based global technology company, prepares to establish its office in Kigali. Announcing the 
move during an annual gathering of the African machine learning and AI community, the CEO Karim 
Beguir emphasized the company's commitment to advancing AI solutions tailored for Africa and 
strengthening the continent’s AI ecosystem. 

Tanzania 

Data Protection  

The Personal Data Protection Act (Cap 44 of 2023) is enacted in Tanzania and is based on article 16 of 
the Constitution of the United Republic of Tanzania which provides for the right to privacy.446 The 
Tanzania PDPA provides principles to guide the collection and processing of personal data, and also 
establishes the Personal Data Protection Commission (PDPC) as the regulatory body charged with 
implementing the PDPA.447 The PDPA also establishes a board that is responsible for overseeing the 
PDPC, with the board being appointed in January 2024.448 The appointment of the board members has 
been questioned regarding their objectivity and transparency, with research indicating the need for a 
transparent and competitive process guaranteeing more trust and efficiency in the board’s work.449 

Additional regulations are in place to supplement the PDPA including the Personal Data Protection 
(Personal Data Collection and Processing Regulations, 2023)450 as well as the guidelines for complaint 
handling found in the Personal Data Protection (Complaints Settlement Procedures Regulations, 2023).451 

AI Regulation 

AI regulation is still at nascent stages in Tanzania, with no binding legal framework available. However, 
Tanzania launched the Tanzania Digital Economy Strategic Framework 2024-2034 which is a 
comprehensive strategy outlining the plan to integrate digital technologies into the various sectors in the 
digital economy, including the manufacturing, health, transportation and financial sectors, to name a 
few.452 

452 Ministry of ICT (2022), Tanzania Digital Economy Strategic Framework (2024-2034), The United Republic of 
Tanzania. 

451 The United Republic of Tanzania, Personal Data Protection (Complaints Settlement Procedures Regulations, 
2023. 

450 The United Republic of Tanzania, The Personal Data Protection (Personal Data Collection and Processing) 
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449 Deo Shao et al., Comparative Analysis of Data Protection Regulations in East African Countries, Emerald 
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Concurrently, the Tanzania Bureau of Standards (TBS) stated that it was taking steps to develop standards 
to address security concerns regarding artificial intelligence with the objective of the safe and effective 
use and integration of AI technologies.  

In 2022, Tanzania adopted the Policy Framework for AI in the Tanzania Health Sector,453 to govern the 
application of digital technologies, including AI, to provide guidance on the delivery of health services 
and the resilience of the health sector. The Policy refers to several initiatives in place on AI and health in 
Tanzania, including the uses of AI in clinical settings and biomedical research, health system 
administration as well as management.454 The Policy is aimed at providing a basis for the development of 
national policies as well as regulatory mechanisms to shape the adoption of AI in the health sector while 
addressing challenges and leveraging the opportunities of AI.455 

The National Digital Education Guidelines for AI in Education456 provide a roadmap for AI integration in 
teaching and learning. From a jurisprudential perspective, the risks presented to data privacy by AI tools 
have been observed and litigated in Tanzania. In 2023, a USD 4.3 million lawsuit (ongoing) was brought 
against Vodacom Tanzania in the Tanzanian High Court by Sayida Masanja, a businessman. Masanja 
alleged that Vodacom shared his personal information with OpenAI’s ChatGPT without his consent.457  

AI Initiatives 

There is some gradual uptake of AI in the country with AI tools developed and being used in various 
sectors including in agriculture, such as Agrobot, a service that uses AI to assist farmers in acquiring 
accurate and reliable agricultural information. Additionally, the courts in Tanzania have adopted AI 
solutions such as transcriptions and translation systems, where the Judiciary of Tanzania partnered with 
Almawave, an Italian artificial intelligence firm, to implement AI-powered transcription and translation 
systems in courtrooms.458  and are planning to adopt AI to enhance its delivery of e government services. 

Tanzania’s Higher Learning Institutions are integrating AI tools spanning various areas, including 
personalized learning, intelligent tutoring, virtual laboratories, simulations, chatbots, virtual assistants, 
data analytics, and predictive modeling.459 These technologies are designed to support educators, improve 
learning outcomes, and enhance the overall teaching and learning experience. Examples of AI-powered 
educational technologies adopted by universities include Intelligent Tutoring Systems (ITS) such as 
Carnegie Learning’s Cognitive Tutor, Knewton, and DreamBox Learning, which provide personalized 
guidance and adaptive learning experiences for students.460 

460 Mathew N., Mgina J. (2024), Utilization of Educational Artificial Intelligence Tools in Higher Learning 
Institutions in Tanzania and the Challenges Encountered. A Literature Review, IJNRD. 
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Uganda 

Data Protection 

The Data Protection and Privacy Act (DPPA) (2019)461 regulates the collection, processing, use and 
disclosure of personal data. The Act is supplemented by the Data Protection and Privacy Regulations 
which came into effect in 2021.462 The Constitution of the Republic of Uganda provides for the right to 
privacy of information and is the basis for the data protection provisions in the country. To implement the 
rules on protection of personal data, the Personal Data Protection Office (PDPO) was established in 2021, 
operating under the National Information Technology Authority.463 The PDPO is tasked with overseeing 
the implementation of the DPPA. The Act also provides for the appointment of the PDPO’s oversight 
board,464 raising questions on the PDPO’s independence.465   

The Act regulates the collection and processing of personal data, outlining the rights of individuals (data 
subjects) and the responsibilities of those involved in handling the personal data -the data collectors, data 
controllers and data processors. Noting that data is at the core of the AI lifecycle, the Data Protection and 
Privacy Act inevitably regulates all AI related data processing activities that involve personal data. A key 
section that addresses AI related activities is Section 27 which provides for the rights in relation to 
automated decision making. While neither the Act nor the regulations466 define what entails automated 
decision making, a key feature of AI is its autonomy. Section 27 (1)467 provides that a data subject may 
notify the data controller to ensure that any decision taken by or on behalf of the data subject is not solely 
based on processing by automatic means. 

Where a decision which significantly affects a data subject is based solely on automated means then the 
data controller must -as soon as reasonably practicable- notify the data subject that the decision was taken 
on that basis and the data subject may write to the data controller with a request to reconsider the decision 
within twenty one days after receiving the notification from the data subject.468 Within twenty one days 
after receiving the notice, the data controller must inform the data subject of the steps taken to comply 
with the notice. If the data subject is not satisfied, they have a right to submit a complaint to the Personal 
Data Protection Office within fourteen days. If the Personal Data Protection Office is satisfied with the 
complaint, the authority must order the data controller to comply. This provision ensures transparency, 
human involvement (human in the loop), fairness and accountability in the decision-making process. 

AI Regulation 

Uganda has in place a task force on artificial intelligence which was established by the Uganda 
Communication Commission to develop a comprehensive framework on integrating AI into the 
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development agenda of the country.469 It is focused on the adoption of AI within the communication 
sector, assessment of infrastructure, and addressing data management practices and cybersecurity 
measures.470 While no national AI strategy exists, there have been government reports intimating the 
development of new legislation focused on AI which will lay the basis of a legal framework to adopt AI 
usage while providing guidance on emerging risks.471 

Previously, the Government of Uganda adopted the National 4IR Strategy which was aimed at positioning 
Uganda in the adoption of 4IR applications encompassing AI, harnessing them for growth, 
competitiveness and human development.472 The Expert National Task Force on the Fourth Industrial 
Revolution was established to advise the government on domesticating technology from the fourth 
industrial revolution to fast track the country’s economic development.473 These are fragmented 
institutions and frameworks relating to AI governance and regulation in the country. It is hoped that 
Uganda will prioritise the adoption of effective regulatory frameworks based on best practices in the 
region, and globally, to promote the responsible development and adoption of AI in the country. 

The National 4IR strategy 

As early as 2018, President Yoweri Museveni established a Nation Expert Taskforce on the 4IR and 
assessment of Uganda’s 4IR opportunities and readiness was conducted to identify the areas that must be 
further developed.474 The strategy’s main mission is to transform and accelerate Uganda’s development 
into an innovative, productive and competitive society using 4IR technologies by 2040.475  

The initiative aims to assess and advance Uganda’s readiness for the Fourth Industrial Revolution (4IR) 
through a series of strategic objectives. It seeks to conduct a national environmental scan to evaluate the 
current status of 4IR initiatives across various sectors. Additionally, it will review existing national 
policies, regulations, and standards to identify gaps and opportunities for innovation. A key focus is to 
develop a comprehensive national strategy for the adoption and promotion of 4IR technologies, ensuring 
alignment with economic and social development goals. The initiative will also identify challenges and 
risks associated with 4IR adoption and recommend an optimal national framework that positions Uganda 
as a regional leader in 4IR innovation and implementation. 

AI Taskforce 

On 4th July 2024, the Uganda Communications Commission (UCC) established an AI task force aimed at 
creating a framework for the adoption and utilization of AI in Uganda.476 The task force will focus on 
developing policies that promote responsible AI use, enhance innovation and improve service delivery in 
Uganda.477   
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AI Initiatives 

Uganda’s Intelligent Transport Monitoring System 

In November 2023, Uganda launched its Intelligent Transport Monitoring System (ITMS)478 for number 
plate tracking and vehicle registration. It was installed by a Russian Company – M/s Joint Stock Co. 
Global Security479. The system utilizes AI, data analytics and IoT to improve road safety and traffic 
management. The system builds on the country’s existing traffic surveillance system with a network of 
surveillance cameras and mandatory cellular network connected tracking devices.480 The new plates will 
have an attached sim card equipped device provided by the state-owned telecommunications company, 
Uganda Telecommunications Limited (UTL).481 According to the Commissioner of Police, the new 
solution provides tracking of all vehicles in real time at the Police command centers of Naguru and 
Nateete.482 Despite the system’s promised efficiency and stronger law enforcement, Human Rights Watch 
has raised concerns that the new surveillance system -which allows the government to track the real time 
location of all vehicles in the country- undermines privacy rights and creates serious risks to freedom of 
association and expression.483 Human Rights Watch was also alarmed that the government has limited 
public scrutiny of the technical system and its capabilities and the contract with the Russian Company has 
no plans for oversight and human rights mitigation around the project.484 

Huawei CCTV surveillance technology 

In 2019, the government of Uganda procured a $126 million worth Closed-Circuit Television Camera 
(CCTV) surveillance technology from the Chinese telecommunications company Huawei to monitor 
public spaces across Uganda.485 The installation of the CCTV cameras was phased out starting in July 
2019486. The second phase rolled out in 2020 with 20 facial recognition cameras connected to 107 
monitoring centers at different police stations within 2,319 mapped countryside municipalities and major 
towns.487 The Uganda Police spokesperson asserted that the cameras are already transforming modern day 
policing in Uganda with facial recognition and artificial intelligence as part of policing and security.488 
Nevertheless, the system continues to raise concerns towards human rights and democracy.489 

AI4Health Incubation Grant Initiative 
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The country's focus on healthcare applications of AI is particularly noteworthy, as demonstrated by the 
launch of the AI4Health Incubation Grant initiative. This program exemplifies Uganda's commitment to 
leveraging AI for specific sectoral development while maintaining regulatory oversight. 

Morocco 

Data Protection 

Morocco’s law governing privacy and data protection is Law No 09-08, dated February 18, 2009 relating 
to protection of individuals with regard to the processing of personal data and its implementation Decree 
n° 2-09-165 of May 21, 2009 (together, the DP Law). The Law provides for data subject rights and data 
controller and processor obligations, but does not provide a legal requirement to notify of a data breach. 
Additionally, the Law is particularly comprehensive with respect to the circumstance under which 
consultation with the Moroccan data protection authority (CNDP) is required before companies can 
engage in data processing activities.490 

In the international sphere, Morocco is a signatory to the Convention for the Protection of Individuals 
with regard to Automatic Processing of Personal Data (Convention 108) and the Protocol amending 
Convention 108 (Convention 108+).491 

AI Regulation 

The UNESCO & UMP6 Initiative, originating from the Forum on Artificial Intelligence in Africa 2018, 
resulted in the adoption of the Benguérir Declaration, emphasizing the promotion of AI for 
human-centered development aligned with human rights principles.492  

Morocco is working towards launching its national AI strategy with the proposed model encapsulating the 
acronym “LAFBAH”, to provide a thorough and forward-thinking strategy that is specifically adapted to 
Morocco's particular context. Morocco seeks to create a strong and inclusive AI strategy by concentrating 
on leadership & vision, adaptive governance, forward thinking, breakthrough innovations, agility in 
implementation, and human centred approach. This approach seeks to use AI to advance human-centred 
ideals, economic expansion, and environmental development while upholding moral and ethical 
principles.493 

In 2024, opposition lawmakers in Morocco’s House of Councillors introduced a bill aimed at regulating 
artificial intelligence (AI) to prevent its misuse and negative consequences. Spearheaded by the Moroccan 
Labour Union’s parliamentary group, the bill proposed establishing a dedicated agency to oversee AI 
governance. According to the bill’s explanatory memorandum, this National Agency for Artificial 
Intelligence would be responsible for developing, implementing, and updating Morocco’s AI strategy in 

493  Lafram A., Bahji S.(n.d), Artificial Intelligence in Morocco: Towards Holistic, Responsible and 
Ethical National AI Strategy for Moroccan Competitiveness and Strategic Intelligence. 

492 Trigui H, Guerfali F, Harigua-Souiai E, et al. Exploring AI governance in the Middle East and North Africa 
(MENA) region: gaps, efforts, and initiatives. Data & Policy. 2024;6:e83. doi:10.1017/dap.2024.85 

491 One Trust (n.d), Morocco - Data Guidance. 
490 One Trust (n.d), Morocco - Data Guidance. 

https://papers.academic-conferences.org/index.php/ecmlg/article/download/2909/2756/11073
https://papers.academic-conferences.org/index.php/ecmlg/article/download/2909/2756/11073
https://www.cambridge.org/core/journals/data-and-policy/article/exploring-ai-governance-in-the-middle-east-and-north-africa-mena-region-gaps-efforts-and-initiatives/867858AA465EEB06B5C43FF7048D8652
https://www.cambridge.org/core/journals/data-and-policy/article/exploring-ai-governance-in-the-middle-east-and-north-africa-mena-region-gaps-efforts-and-initiatives/867858AA465EEB06B5C43FF7048D8652
https://www.dataguidance.com/jurisdictions/morocco
https://www.dataguidance.com/jurisdictions/morocco


 

alignment with global advancements.494 The agency would serve three key purposes: raising awareness of 
AI’s significance in both the public and private sectors, nurturing a new generation of AI experts, and 
enhancing workforce efficiency across national institutions.  

AI Initiatives  

Morocco has launched several AI-focused initiatives, including the Al Khawarizmi program, which 
allocates 50 million dirhams (5 million USD) to fund AI research projects.495 The country has also 
established multiple AI research centers within universities and technological institutions, such as the 
International Centre for Artificial Intelligence at Mohammed VI Polytechnic University. These efforts 
reinforce Morocco’s position as a regional AI hub and contribute to the growth of an African innovation 
ecosystem. Additionally, Morocco has created public institutions dedicated to AI and introduced 
specialized training programs to enhance digital skills development. 

Benin 

Data Protection 

The data protection framework in Benin is regulated under two primary legislative instruments, namely 
the Law No. 2017-20 of April 20, 2018 on the digital code and the Law No. 2009-09 of May 22, 2009 
dealing with the Protection of Personally Identifiable Information. Law No. 2009-09 establishes a 
comprehensive framework for the protection of personal data in Benin, introducing various elements 
including the rights of individuals, requirements for consent, limitations on data processing, and the 
establishment of the Beninese data protection authority (APDP) as the supervisory authority. This broad 
approach to data protection was supplemented by the more detailed Digital Code in 2018.  

The Fifth Book of the Digital Code, on personal data protection, regulates and clarifies several matters, 
such as joint controllership of data, conditions for consent, data breach notifications, processing for 
research and other purposes, and impact assessments. According to Article 430 of the Digital Code, a 
Data Protection Officer (DPO) must be appointed when the data controller is a state-owned organisation 
or when the activities of the data controller or data processor involve monitoring individuals or processing 
of sensitive data on a large scale. Although the Digital Code does not impose a strict duty for the 
appointment of a DPO, organisations with a DPO are exempt from notifying the APDP of data processing 
(Article 408 of the Digital Code). Data controllers are also required to notify the Commissioner of the 
APDP of any breach to the security safeguards of personal data (Article 427 of The Law on the Digital 
Code). 

AI Regulation 

Benin had established a strong institutional and legal framework for digital transformation, anchored by 
the Code of Digital Affairs, adopted on June 13, 2017, and later amended by Law No. 2020-35 on January 

495  Lafram A., Bahji S.(n.d), Artificial Intelligence in Morocco: Towards Holistic, Responsible and 
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494 Akindurodoye F. (2024), Mauritius comes first as Morocco ranks 6th for AI adoption in Africa, 
techpressionmedia.com.  
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6, 2021.496 Coupled with a thriving digital ecosystem, these foundations provided a solid basis for 
developing a comprehensive Artificial Intelligence (AI) strategy. 

Consequently, in 2023, Benin published the National Strategy for Artificial Intelligence and Big Data 
which seeks to establish a strong and sustainable digital ecosystem by prioritizing key areas such as 
developing national data infrastructure, advancing AI-driven solutions, investing in human capital, 
fostering research and innovation, and implementing a comprehensive AI governance framework.497 The 
strategy was spearheaded by the Ministry of Digital and Digitalization, with the aim of establishing Benin 
as a prominent player in the AI and big data domains by 2027. 

The strategy is structured into four programs, implemented over three phases within five years, and 
includes 123 targeted actions affecting both the public and private sectors. The initiative aims to leverage 
current and future opportunities in AI and big data, and is rooted in Benin’s National Development Plan 
2018-2025 (PND) and the Government Action Program (PAG) 2021-2026, to align with national 
priorities that identify the digital economy as a key driver of structural economic transformation, with AI 
and big data playing a pivotal role in this shift.498 

AI Initiatives 

Organized by the Ministry of Digital Affairs and Digitalization, the Digital Entrepreneurship and 
Artificial Intelligence Trade Show (known as SENIA in French) takes place annually. Attracting almost 
1,000 participants, the event reflects Benin's drive to become a major player in artificial intelligence (AI) 
in West Africa.499 The debates and meetings aim at sparking high-impact initiatives that will benefit 
public administration, businesses and Benin’s society.   

One of the many solutions being developed in Benin include a chatbot created for the Benin government 
by the Digital Information Systems Agency (known by its French acronym ASIN) in collaboration with 
Isheero.500 Unlike Chat GPT, whose use is restricted in Africa, the GPT BJ chatbot was developed for 
Benin. The GPT BJ compiles the country's general tax code, penal code, digital code and labour code, and 
can provide targeted answers on Beninese regulations.501 

MTN Benin and Ericsson (NASDAQ: ERIC) partnered on the deployment of an Artificial Intelligence 
(AI) and Machine Learning (ML) solution in Africa to address throughput challenges. A network 
management system utilizing AI and ML was designed to address throughput degradation ultimately 
providing improved customer satisfaction.502 

Additionally, a memorandum of understanding between the University of Benin and OpenBinacle Group, 
on the deployment of Artificial Intelligence to standardise and preserve Nigerian indigenous languages, 

502 OFODILE U., Hossam K. (2022), MTN Benin and Ericsson deploy Artificial Intelligence and Machine Learning 
Network Solution in Africa, Ericsson. 

501 Intracen (2024), Benin paves the way for AI and big data with SENIA, International Trade Center. 
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498 DigWatch (2023), The National Strategy for Artificial Intelligence and Big Data (SNIAM) of Benin, Geneva 
Internet Platform. 

497 White & Case (2024), AI Watch: Global regulatory tracker - African Union, whitecase.com  
496 D4D Access (2024), Benin National Artificial Intelligence and Big Data Strategy, Global Gateway. 
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was birthed in 2024.503 The research activities cover a broad range of Artificial Intelligence Applications 
including Machine Translation, Machine Learning, Generative AI, Natural Language Processing (NLP) 
Deep Learning and Linguistics. 

Tunisia 

Data Protection 

Tunisia's data protection framework was established in 2004 with the passage of the Organic Act No. 
2004-63, creating the national data protection authority, INPDP.504 Despite its progressive stance, 
enforcement was weak under Ben Ali’s rule. Following the 2011 Jasmine Revolution and democratic 
reforms, data processors only began complying with regulations in 2015. While Tunisia adopted a new 
constitution in 2014, its data protection laws remained unchanged, with additional regulations introduced 
in 2007. In 2018, INPDP President Chawki Gaddes called for legal modernization to align with Tunisia’s 
democratic values and international commitments, particularly the principles of Convention 108.505 

AI Regulation 

Tunisia currently lacks a national AI strategy. However, in April 2019, the Ministry of Industry and Small 
and Medium-sized Enterprises introduced the AI Roadmap as part of the “Industry 4.0” strategy. In 2018, 
the government took a significant step to foster innovation by introducing the “Startup Act” (n°2018–20), 
a legal framework specifically designed to benefit innovators, startups, entrepreneurs, and investors. 
These measures have collectively created a supportive environment that has significantly boosted AI 
innovation and growth in the country.506 Looking ahead, the National Council of the Order of 
Veterinarians is finalizing the AGRIVET SMART standards framework to guide AI applications in 
agrifood and animal husbandry.507 

AI Taskforce 

In April 2018, the Ministry of Higher Education and Scientific Research (Secretary of State for Research) 
launched TASK FORCE IA to develop a national AI strategy. 

AI Initiatives 

Tunisia has been actively working on AI development despite facing political instability. The “Industry 
4.0” strategy has led to key initiatives such as the Smart Industry Forum 2019 and the annual AI Hack 
Tunisia competition. Collaborations with the National School of Administration of Tunis resulted in the 

507 Trigui H, Guerfali F, Harigua-Souiai E, et al. Exploring AI governance in the Middle East and North Africa 
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establishment of an AI chair and a large-scale training program for 5,000 public officials in December 
2020.508  

Several universities have since integrated AI into their curricula, with plans to establish an engineering 
school dedicated solely to AI. Pristini School of AI became the first university in Tunisia and Africa 
specializing in AI.509 Tunisian startups have also contributed significantly, particularly through 
TUNBERT initiatives, which focus on natural language processing for the Tunisian Arabic dialect and 
underrepresented languages.510 Additionally, the AI startup ecosystem continues to grow, with InstaDeep 
emerging as a leading success story. 

Nigeria 

Data Protection 

On 12 June 2023, the Nigeria Data Protection Act, 2023 (“the Act” or “NDPA”) replaced the Nigerian 
Data Protection Regulations (NDPR) 2019. The Act establishes the legal framework for the regulation of 
personal data in Nigeria and the NDPR Implementation Framework 2019 issued under the National 
Information Technology Development Agency (NITDA) Act. The Nigeria Data Protection Commission 
(NDPC or “the Commission”) is charged with the implementation and enforcement of rules and 
regulations set out in the Act. 

Data controllers and data processors of major importance (domiciled, resident, or operating in Nigeria and 
processes or intends to process personal data of Data Subjects in Nigeria within the threshold that the 
Commission may prescribe or such other class of data controller or data processor that is processing 
personal data of particular value or significance to the economy, society or security of Nigeria as the 
Commission may designate) must register with the Commission within six months of the Act's 
commencement or upon becoming of major importance.  

The registration process requires data controllers and processors to submit detailed information to the 
Commission. This includes their name, address, and details of their Data Protection Officer, along with 
descriptions of the personal data, categories, and number of data subjects involved. They must also 
outline the purposes of data processing, categories of recipients for data disclosure, and details of any 
representative data processors. Additionally, organizations must specify the countries to which data will 
be transferred and provide a description of risks, safeguards, security measures, and mechanisms in place 
to protect personal data. The Commission may also request any other relevant information necessary for 
compliance. 

The Act stipulates that data controllers of major importance must appoint a Data Protection Officer; and 
data controllers and data processors of ‘major importance’ are mandated to register with the NDPC within 
six months of the commencement of the Act or upon becoming a data controller or data processor of 
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major importance. These include a data controller or data processor that is domiciled, resident in, or 
operating in Nigeria and processes or intends to process personal data of more than such number, as will 
be determined by the NDPC, of data subjects who are within Nigeria. 

AI Regulation  

There are currently no specific laws or regulations that directly regulate AI in Nigeria. Several laws in 
Nigeria impact AI development and use, even though they do not directly regulate it. Key examples 
include Cybercrimes (Prohibition, Prevention, etc.) Act (2015), which addresses cybersecurity concerns; 
the Nigeria Data Protection Act (2023), which governs data privacy; and the SEC Rules on 
Robo-Advisory Services, which regulate AI-driven financial advisory services. Additionally, the Federal 
Competition and Consumer Protection Act (2018) ensures fair market practices, the Copyright Act (2022) 
protects intellectual property, and the Nigerian Communication Commission Act (2003) oversees digital 
communications—each playing a role in shaping Nigeria’s AI landscape. In addition, in 2023, Nigeria 
signed the Bletchley Declaration on AI, along with 28 other nations, including the UK and France, 
committing to AI development that mitigates risk.511 

AI Initiatives 

A distinguishing feature of Nigeria’s AI governance approach is its sector-specific initiatives. For 
example, the Nigerian Bar Association’s introduction of AI guidelines for legal professionals in August 
2024512 provides much-needed direction on the ethical use of AI in the legal field. The Guidelines focus 
on the application of AI in the Nigerian legal sector and provide an overview of relevant AI concepts, 
legal considerations, and practical implementation strategies. In addition, the Guidelines stress 
responsible AI adoption, human oversight, data privacy, and transparency in decision-making processes. 

The 3 Million Technical Talents (3MTT) program513, launched in October 2023, aims to provide training 
in key digital skills, including AI, to young Nigerians, ensuring that the country builds a sustainable AI 
workforce. Additionally, the Nigeria Artificial Intelligence Research Scheme (NAIRS), which offers 
grants for AI startups and researchers, highlights the country’s focus on local innovation and capacity 
building. 

In 2024, The Federal Ministry of Communications, Innovation & Digital Economy (FMCIDE) announced 
new support from Google to advance AI talent development in Nigeria. Through a ₦2.8 billion 
Google.org grant to Data Science Nigeria, this initiative seeks to strengthen the Ministry’s AI-driven 
programs, equipping youth and underemployed Nigerians with essential AI skills and education.514 

In 2025, the Federal Executive Council (FEC), led by President Bola Ahmed Tinubu, approved two key 
initiatives by the Ministry of Communications, Innovation & Digital Economy to enhance Nigeria’s 
digital landscape. The Nigeria Universal Communication Access Project,515 a public-private partnership, 
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will expand mobile connectivity to over 21 million people in 4,834 underserved rural communities, 
complementing the ongoing 90,000km fiber Project Bridge. Additionally, Nigeria is establishing the 
National AI Trust, a pioneering body of AI experts and government officials to oversee AI development, 
drive strategic investments, and position the country as a leader in AI innovation.516 

Côte d'Ivoire 

Data Protection 

Data protection in Cote d’Ivoire is governed by Law No. 2013-450 on the Protection of Personal Data 
(the Law). Other key regulatory instruments include Decision No. 2015-079 of February 4, 2015, which 
approves the processing of personal data by Cargill West Africa, and Decree No. 2015-79 of the same 
date, which outlines the conditions for filing notifications, requests, and authorizations for personal data 
processing. Additionally, Order No. 511/MPTIC/CAB of November 11, 2014, defines the qualifications 
and responsibilities of a Data Protection Officer (DPO), setting out the conditions for their appointment 
and role in ensuring compliance with data protection regulations. 

The primary authority for data protection in Côte d'Ivoire is the Autorité de régulation des 
télécommunications/TIC de Cote d’Ivoire (ARTCI). ARTCI's primary role is to guarantee that the use of 
information and communication technologies does not violate or pose a risk to the freedoms and privacy 
of users across the nation. In Côte d'Ivoire, any processing of personal data must be preceded by a 
notification to ARTCI.  

This notification should include an assurance that the processing complies with the Law. Following this 
notification, ARTCI will provide an electronic receipt, and only then can the data processing proceed. The 
Law recognises the role of a personal data protection correspondent. This entity, possessing the necessary 
qualifications, is either a natural or legal entity independently appointed by the data controller. 

Their main duty is to monitor and ensure the controller’s compliance with the Law's obligations. They are 
required to maintain an easily accessible record of all processing activities, which should be made 
available to anyone who requests for it. Additionally, they must not face any disciplinary action from the 
controller for carrying out their duties. It is important to note that the data controller or their legal 
representative cannot be designated as the DPO. 

AI Regulation 

As of February 2025, Côte d'Ivoire does not have a comprehensive legal framework specifically 
regulating artificial intelligence (AI). However, the country is actively taking steps toward developing 
such regulations. In May 2024, the Autorité de Régulation des Télécommunications/TIC de Côte d'Ivoire 
(ARTCI) initiated a public consultation to formulate a national strategy on AI and the metaverse. This 
initiative aims to gather input from various stakeholders to shape policies that will govern AI applications 
and address associated challenges. 

AI Taskforce 

516  Israni S. (2025), Nigeria’s Bold Move In AI And Connectivity, CIO Africa. 
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Currently, there is no dedicated national AI taskforce in Côte d'Ivoire. Nonetheless, ARTCI's proactive 
measures, such as conducting studies on the impact of information and communication technologies 
(ICT) and AI on personal data protection, indicate a growing institutional focus on AI governance. These 
efforts involve public participation and are likely to inform the establishment of formal AI regulatory 
bodies in the future.  

AI Initiative 

Côte d'Ivoire's Data Protection Authority initiated a comprehensive study to assess the impact of 
emerging technologies, including drones, video surveillance, biometrics and AI, in the professional and 
private sectors, inviting public input to ensure a well-rounded regulatory intervention.517 Another study 
was initiated in April 2024 on the challenges and issues of AI, 5G networks and services, and the 
metaverse for developing the digital economy in Côte d'Ivoire, with the aim of promoting an inclusive, 
ethical and responsible adoption of emerging technologies by highlighting their benefits to the country.518 

In February 2025, Cote d'Ivoire kicked off its first edition of the International Exhibition on Artificial 
Intelligence, Defense, and Space in Abidjan, the economic capital of Cote d'Ivoire. The two-day 
international exhibition, gathered more than 3,000 representatives from governments, enterprises, and 
research institutions, and sought to promote the deep application of artificial intelligence technology, 
particularly in the fields of defense and aerospace.519 Its exhibition featured cutting-edge technological 
equipment such as intelligent drones and satellite mapping systems, alongside multiple thematic seminars 
exploring the application of AI and aerospace technologies in Africa's security, agriculture, healthcare, 
and other fields.520 

Côte d’Ivoire launched its IT and biotech park, located on the outskirts of Abidjan. The free trade zone, 
known as the Village of Information Technology & Biotechnology (viTib), caters to both small and large 
enterprises in the ICT and biotechnology sectors.521 

The country is harnessing the power of artificial intelligence (AI), digital twin technology, and machine 
learning (ML) to help energy companies meet their emissions reduction goals through CERius™, an 
AI-driven software solution being deployed at Azito, the largest gas power plant in Côte d'Ivoire.522 

Ecosystem support for startups. 
Alain Capo Chichi, the founder of Cerco/Open, is grateful for the supportive ecosystem in Côte 
d'Ivoire. The startup launched the first smartphone with more than 50 African languages, including 17 
Ivorian dialects, integrated via AI.523 In Côte d'Ivoire, the government took the lead by introducing a 
tax, customs and administrative incentive scheme for digital startups in January of 2023 to encourage 
their development. This is a "law on the promotion of digital startups with an incentive scheme 
comprising, in particular, tax and customs benefits, as well as other administrative measures, assistance 
and facilitation for national digital startups, from the creation to the development phase, whatever the 
sector of activity."524 

524 Coulibaly A. (2023), Tech : Côte d’Ivoire, paving the way for a future digital hub?, Resilient Digital Africa. 
523 Coulibaly A. (2023), Tech : Côte d’Ivoire, paving the way for a future digital hub?, Resilient Digital Africa. 
522 CERius™, Ge Vernova. 
521 FDI Intelligence (n.d), Côte D’Ivoire offers attractive Climate for Tech Investors, fdiintelligence.com.  
520 Xinhua (2025), Cote d'Ivoire holds int'l exhibition to promote AI application in Africa, English.news. 
519 Xinhua (2025), Cote d'Ivoire holds int'l exhibition to promote AI application in Africa, English.news. 
518  Oloyede R., Tsebee D. (2024), DPAs and AI regulation in Africa, IAPP. 
517 Oloyede R., Tsebee D. (2024), DPAs and AI regulation in Africa, IAPP. 

https://resilient.digital-africa.co/en/blog/2023/08/25/tech-cote-divoire-paving-the-way-for-a-future-digital-hub/
https://resilient.digital-africa.co/en/blog/2023/08/25/tech-cote-divoire-paving-the-way-for-a-future-digital-hub/
https://www.gevernova.com/news/cop-collection/ai-emissions-management
https://www.fdiintelligence.com/content/news/cte-divoire-offers-attractive-climate-for-tech-investors-24669
https://english.news.cn/africa/20250221/8ef69baba1954a6884c1bf8116813498/c.html
https://english.news.cn/africa/20250221/8ef69baba1954a6884c1bf8116813498/c.html
https://iapp.org/news/a/dpas-and-ai-regulation-in-africa
https://iapp.org/news/a/dpas-and-ai-regulation-in-africa


 

Democratic Republic of Congo (DRC) 

Data Protection 

The protection of personal data is enshrined in Digital Code Law No. 23-010, enacted on March 13, 2023, 
and officially published on April 11, 2023. This law, which took effect upon approval, serves as the legal 
foundation for digital governance. While several implementing decrees referenced in the law are yet to be 
issued, a Ministerial Decree was adopted on August 17, 2024, by the Minister for Post, 
Telecommunications, and Digital (PTN).525 

As a general rule, the collection and processing of personal data, whether sensitive or not, is prohibited. 
However, it may be permitted with the prior and explicit consent of the individual concerned or upon 
request by the public prosecutor's office, provided that proof of consent is always available. Additionally, 
individuals have the right to withdraw their consent at any time.526 

AI Regulation 

DRC currently lacks AI regulations. The DRC is participating in regional initiatives on AI governance, 
such as the AU Continental AI Strategy; it is also involved in projects that promote AI and the rule of law, 
such as the training program for judicial operators on AI and human rights, supported by UNESCO. 

There are arguments for implementing AI regulations continent-wide and enhancing AI literacy in the 
DRC. A continental approach to AI governance could help harmonize regulations and promote 
responsible AI development across Africa. Enhancing AI literacy is crucial to ensure that citizens and 
policymakers understand the potential benefits and risks of AI and can participate in informed discussions 
about AI governance. However, it is imperative that the DRC develops a comprehensive data protection 
law and AI regulatory framework to ensure responsible AI development and use. The current legal 
framework is fragmented and does not adequately address the unique challenges posed by AI. 

AI Taskforce 

Currently, the DRC does not have established AI-specific regulations or a dedicated national AI taskforce. 
The lack of a formal regulatory framework means there are no specific guidelines or policies addressing 
AI development, deployment, or ethics within the country. 

AI Initiatives 

Despite the absence of formal regulations, there are grassroots initiatives leveraging AI to address local 
challenges. For instance, KivuGreen, a youth-led enterprise in North Kivu, utilizes AI to provide 
small-scale farmers with real-time weather forecasts and climate-smart agricultural advice. This initiative 
aims to enhance climate resilience and food security among farming communities. Additionally, 
UNESCO has collaborated with the DRC's judiciary to enhance understanding of AI's implications for 
human rights and cybersecurity. In December 2023, training sessions were conducted to empower judicial 
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operators with knowledge about AI and the rule of law, focusing on both opportunities and challenges 
associated with AI technologies.  

In 2024, a joint programme led by SDG Fund aimed to enhance data integration and sharing among 
government entities, private agri-techs, and 13 Ministry of Agriculture platforms, establishing a unified 
smallholder farmer database.527 It sought to support 10 agri-tech ventures, with a focus on women-led 
enterprises, by providing technical assistance, investment opportunities, and a data accelerator, targeting 
$2 million in funding. Additionally, the programme aims to improve digital literacy for 500,000 
smallholder farmers, prioritizing women and youth, to be achieved by training 500 extension workers and 
leveraging existing platforms, AI-powered messaging, and low-cost digital literacy campaigns in 
collaboration with mobile operators.528 

Republic of Congo 

Data Protection 

The Republic of Congo is among the increasing number of African nations enacting cybersecurity 
legislation and is a signatory to the African Convention on Cybersecurity and Personal Data Protection. 
The country has established three key laws: the Personal Data Protection Law, the Cybersecurity Law, and 
the Cybercrime Law.529 Law No. 29-2019 on data protection outlines data processing obligations for 
controllers530 and applies to all processing activities within the Republic of Congo or where its law 
applies. It also covers controllers inside or outside the country using processing means in Congolese 
territory. However, enforcement remains weak due to the lack of a Data Protection agency.531 

While these laws address fundamental cybersecurity concerns, they lack provisions for AI, creating a 
regulatory gap in its use, integration into cybersecurity measures, and protection against AI-driven threats, 
particularly those involving foreign actors. 

AI Regulation 

The Congolese legal landscape does not include any AI-related law. As seen with already existing laws, 
the country lacks proper enforcement.532 The absence of proper AI legislation constitutes an even bigger 
threat considering that most citizens and entities already use various foreign-made AI tools without any 
control, this may constitute an open door for attacks.533 
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The country however launched "Vision Congo Digital 2025," a national strategy designed to advance 
e-citizenry and e-government.534 The initiative highlights the need to modernize the legal framework to 
effectively address emerging challenges in privacy, data protection, and cybersecurity in the digital era. 

AI Initiatives 

Since September 2021, several initiatives have emerged within the Congolese digital innovation 
ecosystem. Among them, the Brazza Cybersecurity Forum, organized by Skytech Congo, raised 
awareness about the strategic importance of cybersecurity for public authorities and businesses. The 1st 
National Forum for Technological Innovation (FONIT), supported by the UNDP Congo Acceleration 
Laboratory, identified 15 innovative digital solutions, which were integrated into a national database.535 

The 3rd edition of the Congo Digital Forum, held under the high patronage of the Prime Minister, brought 
together experts from Africa, Europe, and America to discuss digital transformation. Additionally, a 
symposium led by a youth-focused NGO addressed the digital divide among young people, while the 
launch of the White Paper on Posts, Telecommunications, and the Digital Economy provided a 
comprehensive assessment of the sector and anticipated the impact of rapid technological advancements 
on markets.536 Furthermore, local media discussions are increasingly focusing on the importance of 
training women and girls in digital technology to foster women’s participation in tech entrepreneurship. 

In 2022, the Economic Commission for Africa (ECA) and the Government of the Republic of Congo 
launched the African Research Center for Artificial Intelligence (ARCAI)537 in Brazzaville. Situated at 
Denis Sassou-Nguesso University in Kintélé, ARCAI is dedicated to advancing AI research with a 
human-centered approach, aiming to maximize socio-economic benefits while addressing the challenges 
of AI adoption. 

In line with Vision Congo Digital 2025, in 2023, UNESCO supported the Congolese judiciary in 
strengthening their understanding of cybersecurity and the opportunities and challenges of AI, particularly 
in relation to human rights, using its Global Toolkit on AI and the Rule of Law.538 It partnered with the 
Centre Africain de Recherche en Intelligence Artificielle (CARIA) and the Smart Africa Digital Academy 
to deliver a training series in Brazzaville, where 80 judicial actors from the Congolese justice system 
participated.539 

South Africa 

Data Protection 

The Information Regulator plays a key role in ensuring compliance with data protection laws, consulting 
stakeholders, and managing complaints, making it one of the more developed frameworks in the region. 
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South Africa’s data protection framework the Protection of Personal Information Act (POPIA) does not 
specifically address AI. However, as is the common trend within the region, its principles of data 
protection and data subject rights are relevant to AI systems. The government is also actively involved in 
international discussions on AI governance and regulation, advocating for a human-centric approach that 
prioritizes human security. 

AI Regulation 

South Africa has developed a national AI strategy, The National Artificial Intelligence (AI) Policy 
Framework which promotes the integration of AI technologies to drive economic growth, enhance 
societal well-being, and position South Africa as a leader in AI innovation. The framework’s focus is on 
ethical AI development and use, data governance, and human-centered AI. It also addresses capacity 
building, economic development, and cybersecurity. 

The South African vision for AI is to focus on risk management for human-centered AI, ensuring that AI 
technologies are designed to complement human decision-making and enhance human capabilities, rather 
than replace them. 

AI Taskforce 

In 2020, President Cyril Ramaphosa announced the establishment of a Presidential Commission on the 
Fourth Industrial Revolution to guide the country's technological advancement, including AI. This 
commission plays an important role in shaping South Africa's AI strategy and ensuring that AI 
technologies are employed responsibly and effectively. 

In 2024, South Africa established an AI Expert Advisory Council540 that sought to coordinate, in 
collaboration with the Department of Communications and Digital Technologies, the formulation of 
effective and ethical AI governance frameworks in order to guide the development of a national AI policy 
that would align with both national and continental objectives. 

AI Initiatives 

The South African model includes multiple AI research hubs hosted within various institutions. The 
Tshwane University Of Technology AI Hub focuses on developing technologies that support SMMEs and 
local communities, while The University Of Johannesburg AI Hub concentrates on projects including AI 
in mining, farming, and criminal justice system development.541 This distributed approach to research and 
development has created a robust ecosystem for AI innovation while maintaining regulatory oversight. 

South Africa's decision to grant a patent to an AI inventor in 2021 sparked debate on the legal status of 
AI-generated inventions. This decision challenged traditional notions of inventorship and raises questions 
about the applicability of existing IP laws to AI-generated creations, an important consideration which 
will undoubtedly spring up across the continent. 
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Botswana 

Data Protection 

Botswana has made significant strides in data protection with the enactment of the Data Protection Act, 
2024. Assented to by Parliament on August 19, 2024, and effective from October 29, 2024, this Act 
supersedes the previous Data Protection Act of 2018. It establishes comprehensive guidelines for the 
lawful processing of personal data, emphasizing principles such as lawfulness, fairness, transparency, 
purpose limitation, data minimization, accuracy, storage limitation, integrity, confidentiality, and 
accountability. The Act also introduces robust rights for individuals regarding their personal information 
and enforces substantial penalties for non-compliance. The Information and Data Protection 
Commission is tasked with overseeing adherence to these regulations, ensuring that data controllers and 
processors operate within the legal framework.  

AI Regulation 

As of August 2023, Botswana does not have a dedicated national AI strategy or specific regulations 
governing artificial intelligence. However, the government acknowledges the transformative potential of 
AI and is actively exploring its applications across various sectors. In May 2023, the government 
expressed support for AI initiatives aimed at bolstering the country's development. Additionally, experts 
at the AI4IA conference held in Gaborone in September 2024 emphasized the need for equitable access 
and responsible use of AI technologies. These discussions underscore the importance of developing a 
cohesive AI policy framework that aligns with international best practices and addresses ethical 
considerations.  

AI Taskforce 

While Botswana has not established a formal AI taskforce or advisory council, the government has 
demonstrated a commitment to fostering AI readiness. A study analyzing the country's AI readiness 
landscape, published in 2023, recommended the development of a national AI strategy to set a clear 
vision for AI adoption. This recommendation aligns with the government's recognition of AI's potential 
and the need for structured guidance to harness its benefits effectively.  

AI Initiatives 

In the absence of a formalized AI policy, Botswana has witnessed grassroots initiatives leveraging AI for 
societal benefits. Researchers have employed drones and AI technologies to enhance wildlife monitoring 
and combat poaching, showcasing AI's practical applications in conservation efforts. These initiatives 
highlight the innovative use of AI in addressing local challenges and underscore the potential for broader 
applications across various sectors.  

In summary, Botswana is progressively enhancing its data protection landscape with the recent enactment 
of the Data Protection Act, 2024. While the country currently lacks a dedicated AI regulatory framework, 
ongoing governmental support and emerging initiatives indicate a growing recognition of AI's potential. 



 

The development of a national AI strategy and the establishment of dedicated taskforces could further 
solidify Botswana's position in the evolving AI landscape. 

Egypt 

Data Protection 

Egypt has established a structured data protection framework with the Personal Data Protection Law 
No. 151 of 2020 (PDPL), which came into effect in 2021. The law regulates the collection, processing, 
storage, and transfer of personal data, with a strong emphasis on user consent and data subject rights. It 
applies to both local and foreign entities handling Egyptian citizens’ data. 

The Egyptian Data Protection Center (EDPC), established under the law, is responsible for 
enforcement, ensuring compliance, and issuing penalties for non-compliance. The law also outlines strict 
cross-border data transfer rules, requiring explicit approval from the EDPC before transferring data 
outside Egypt. 

However, Egypt’s data protection law does not explicitly cover AI-specific risks, leaving a gap in 
addressing how AI systems process personal data. Despite this, general data protection principles—such 
as purpose limitation, transparency, and security measures—apply to AI-driven data processing. 

AI Regulation 

Egypt is one of the leading African countries in AI policy development. In 2021, it launched its National 
AI Strategy, and further published a second Edition in 2024, focusing on integrating AI into various 
sectors, such as healthcare, agriculture, and government services, while also emphasizing ethical AI 
development. 

The strategy prioritizes key areas, including AI research and innovation, fostering collaboration between 
universities and the private sector to drive AI advancements. It also emphasizes AI capacity building, 
integrating AI education into academic curricula and training professionals to enhance expertise in the 
field. Additionally, the strategy promotes ethical and responsible AI, ensuring AI technologies are 
developed and used in ways that mitigate bias, protect data privacy, and uphold ethical standards. 

Additionally, Egypt actively participates in international AI governance discussions and has positioned 
itself as a regional leader in AI adoption. 

AI Taskforce 

To oversee AI development, Egypt established the National Council for Artificial Intelligence, which 
operates under the Ministry of Communications and Information Technology (MCIT). The council is 
responsible for: 

● Setting AI policy and regulatory frameworks. 

● Advising the government on AI-related issues. 



 

● Coordinating public-private sector partnerships in AI development. 

In 2023, the council initiated discussions on updating regulations to address AI-generated content, 
misinformation, and the ethical use of AI in governance. 

AI Initiatives 

Egypt has launched several AI initiatives aimed at boosting local AI capabilities and fostering innovation. 
Some notable projects include: 

● AI-powered Healthcare – Egypt has deployed AI in early disease detection, particularly in 
diagnosing cancer and diabetic retinopathy. 

● AI in Agriculture – AI-powered solutions help optimize irrigation and crop monitoring, 
improving agricultural productivity. 

● Smart Government Services – AI-driven chatbots and automated systems have been introduced 
to enhance public service delivery. 

Egypt also collaborates with international organizations, such as the UN and African Union, to develop 
AI policies and frameworks aligned with global best practices. 

Egypt has made significant progress in both data protection and AI governance. With a dedicated data 
protection law and enforcement agency, as well as a national AI strategy and council, the country is 
setting a strong foundation for AI development while ensuring data privacy. Moving forward, refining 
AI-specific regulations and aligning data protection frameworks with AI governance will be crucial to 
sustaining responsible AI growth. 

Senegal 

Data Protection 

Senegal's data protection framework is governed by Law No. 2008-12 of 25 January 2008, which applies 
to all personal data processing within Senegal or where Senegalese laws apply.542 Data controllers must 
ensure data is collected lawfully, used for specified purposes, kept relevant and accurate, and retained 
only as necessary. The law requires prior authorization from the Senegalese Data Protection Authority 
(CDP) for processing sensitive data, including genetic, biometric, and criminal record data, as well as data 
involving national identification numbers or interconnection of files. While appointing a Data Protection 
Officer (DPO) is not mandatory, data controllers must notify or obtain approval from the CDP before 
processing personal data. The CDP plays a key role in advising stakeholders, authorizing data transfers, 
maintaining a processing directory, and cooperating with international data protection authorities. 
Senegal’s regulatory approach includes notification, authorization, and opinion regimes, ensuring 
oversight of data processing, particularly for sensitive information and government-led automated 
processing activities. 

542 DLA Piper (2024), Data protection laws in Senegal, dlapiperdataprotection.org  
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In 2018, Senegal's DPA advised financial sector entities to integrate data protection measures into 
technological innovations, such as AI and online banking, in a manner compliant with the country's data 
protection law. Additionally, the Authority published guidance on using biometric technologies in the 
workplace, including considerations for facial recognition technology.543 

AI Regulation  

In 2023, Senegal published its AI strategy with the aim of contributing to the country’s national 
development plan by developing human capacity, supporting solutions that address development 
problems, fostering public-private partnerships, and creating an inclusive and trusted AI ecosystem.544 
This strategy builds on the Digital Strategy 2025, the National Data Strategy, and the National 
Cybersecurity Strategy among other recent policies, under the Emerging Senegal Plan. There is not yet a 
legal or regulatory framework specific to AI.545 

AI Initiatives 

The international NGO Libraries Without Borders (LWB) is working to enhance teachers' proficiency in 
French to improve student outcomes. With support from Agence Française de Développement and in 
collaboration with the Senegalese Ministry of Education, LWB has integrated AI into its Karibu language 
learning app to provide tailored educational tools for teachers.546 The goal of the app is to create a more 
personalized, engaging, and effective learning experience, by generating exercises based on the user's 
level and interests, allowing them to write within the app and receive detailed, individualized feedback. 

The launch of the Single Port Window marked a significant innovation in Senegal's e-commerce sector, 
providing a digital platform to enhance the efficiency and security of international trade operations at the 
Autonomous Port of Dakar.547 According to the Director of Customs Information Systems, "This platform 
complements the existing system, integrating pre-customs clearance with Obus and customs clearance 
through the GAINDE system. With the Single Port Window, we can now bridge the remaining gaps in the 
process."548 

In 2023, the Ministry of Communication, Telecommunications, and Digital Economy of Senegal 
(MCTEN) signed a Memorandum of Understanding (MoU) with Presight AI (ADX: PRESIGHT), a G42 
company working on AI-powered big data analytics, to drive digital transformation and economic growth 
for Senegalese citizens.549 Through this partnership, Presight AI collaborated with MCTEN to implement 
big data analytics and AI-driven solutions aimed at enhancing government services, improving 
operational efficiency, fostering a business-friendly environment, and advancing socio-economic 
development across the country.550 
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Burkina Faso 

Data Protection 

Burkina Faso enacted Law No. 010-2004/AN on the Protection of Personal Data in 2004, making it one of 
the earliest adopters of a modern data protection law in the African region. On March 30, 2021, Law No. 
001-2021 on the protection of persons with regard to the processing of personal data was adopted, 
effectively repealing and replacing the 2004 Act.551 

The 2021 Act enhances the protection of personal data, notably by extending its jurisdiction to include all 
data controllers who carry out processing activities arising from Burkina Faso, even if such controllers 
have no physical presence in the country and even if they do not use any means of processing on the 
national territory. It also oversees cross-border data transfers and offers a more detailed right for 
individuals to be informed. It also oversees cross-border data transfers and offers a more extensive right to 
be informed for individuals. The 2021 Act further mandates that, when data is transferred to a third 
country, a contract must be established with the receiving party. This contract should incorporate a clause 
pertaining to the return of data and require encryption of the data. Additionally, it mandates the hosting of 
health data within Burkina Faso unless an exemption is provided by the Commission de l'Informatique et 
des Libertés (CIL). The CIL is the independent administrative and controlling authority in charge of 
compliance with the Law. The Law does not provide any specific obligation to appoint a data protection 
officer (DPO) or any other equivalent support. The Law also does not generally require notifying the data 
subject in the event of a security breach. However, Article 21 specifies that if information is erroneously 
sent to a third party, any correction or deletion of that information must be communicated to the third 
party, except when the CIL grants an exemption.  

AI Regulation 

Burkina Faso has no dedicated AI law and has not published an AI Strategy. 

AI Initiatives 

Terre des Hommes (Tdh) in collaboration with Burkina Faso’s Ministry of Health developed the 
Integrated e-Diagnosis Approach (IeDA), a digital health innovation designed to enhance primary 
healthcare services for newborns, children, and mothers in West Africa and Asia.552 IeDA digitizes the 
WHO's Integrated Management of Childhood Illness (IMCI) medical protocol, enabling real-time data 
analysis to improve healthcare quality and inform policy decisions. By the end of 2022, IeDA had been 
implemented in 86% of Burkina Faso’s primary health centers and expanded to over 60 health facilities 
across Mali, Guinea, and Niger.553 

UNICEF's Office of Innovation is also advancing accessibility through language technologies that 
empower marginalized communities in the country. The U-Youth app now features text-to-speech and 

553 TDH (n.d) IeDA – A digital solution to save children's lives, Terre de Hommes. Accessed 3 March 2025. 
552 TDH (n.d) IeDA – A digital solution to save children's lives, Terre de Hommes. Accessed 3 March 2025. 
551 DigWatch (2021), Burkina Faso Data Protection Act, Geneva Internet Platform. 

https://www.tdh.org/en/projects/ieda
https://www.tdh.org/en/projects/ieda
https://dig.watch/resource/burkina-faso-data-protection-act


 

translation capabilities for Moore, the native language of nearly half the population.554 Developed in 
partnership with local vendors, the system integrates a French-to-Moore dictionary with tailored 
adaptations to ensure accurate pronunciation.555 

In 2024, EON Reality, dealing in Virtual Reality (VR) and Augmented Reality (AR) for knowledge 
transfer in education and industry, expanded into Burkina Faso with the launch of the country’s first 
Spatial AI Center.556 This initiative aims not only to enhance the educational landscape through 
cutting-edge technology but also to empower Burkinabe youth and professionals for the impending global 
economic and technological shifts, fostering growth and innovation.557 

To address the substantial challenges from plant pests and diseases posing threats to both food security 
and economic stability, a mobile application, PlanteSaine, was introduced that is powered by Artificial 
Intelligence (AI) models and explicitly designed for maize, tomato, and onion farmers in Burkina Faso.558 
PlanteSaine provides farmers with real-time identification of pests and diseases. Farmers capture images 
of affected plants with their smartphones, and PlanteSaine’s AI system analyzes these images to provide 
accurate diagnoses.559 

Running in 2025, the Robotics for Good Youth Challenge Burkina Faso is a prestigious Burkina Faso 
National Event of the Robotics for Good Youth Challenge, where teams showcase their skills in a 
UN-based global robotics competition, focusing on the critical area of disaster response.560 The 
competition is open to any individual or team willing to design, build, and code a robot to address the 
proposed challenge of disaster response in the competition game board, contributing to the advancement 
of the United Nations Sustainable Development Goals. 

Cabo Verde 

Data Protection 

Cape Verde was the first African country to establish a comprehensive data protection framework with 
Law No. 133-V-2001 on the Protection of Personal Data, later amended by Laws No. 41/VIII/2013 and 
No. 121/IX/2021.561 The law applies to data controllers and processors based in Cape Verde, as well as 
those processing data of Cape Verdean residents, regardless of location. It governs data processing related 
to service provision, behavioral tracking, and international data transfers. The 2021 Amendment mandates 
the appointment of a Data Protection Officer (DPO) for large-scale or sensitive data processing, as well as 

561 Persistent Stories (2024), Data Protection Compliance in Africa, persistent.energy.  
560 ITU (2025), Robotics for Good Youth Challenge Burkina Faso, AI for Good. 
559 Ibid 

558 Appiah, Obed, Kwame Oppong Hackman, Belko Abdoul Aziz Diallo, Kehinde O. Ogunjobi, Son Diakalia, 
Ouedraogo Valentin, Damoue Abdoul-Karim, and Gaston Dabire. 2024. "PlanteSaine: An Artificial Intelligent 
Empowered Mobile Application for Pests and Disease Management for Maize, Tomato, and Onion Farmers in 
Burkina Faso" Agriculture 14, no. 8: 1252. 

557  Irvine (2024), Empowering Burkina Faso’s Future: EON Reality Transforms Education with Immersive XR and 
AI Technologies, EON Reality. 

556 Irvine (2024), Empowering Burkina Faso’s Future: EON Reality Transforms Education with Immersive XR and 
AI Technologies, EON Reality. 

555 Ibid  

554 UNICEF Innovation (2024), At the Frontier of Tech Innovations for Inclusive Environmental and Social Impact, 
UNICEF. 

https://persistent.energy/persistent-story/data-protection-compliance-in-africa/#:~:text=Cape%20Verde%20was%20the%20first,Burkina%20Faso%2C%20Mauritius%20and%20Tunisia.
https://aiforgood.itu.int/event/robotics-for-good-youth-challenge-burkina-faso/
https://www.mdpi.com/2077-0472/14/8/1252
https://www.mdpi.com/2077-0472/14/8/1252
https://www.mdpi.com/2077-0472/14/8/1252
https://eonreality.com/empowering-burkina-fasos-future-eon-reality-transforms-education-with-immersive-xr-and-ai-technologies/
https://eonreality.com/empowering-burkina-fasos-future-eon-reality-transforms-education-with-immersive-xr-and-ai-technologies/
https://eonreality.com/empowering-burkina-fasos-future-eon-reality-transforms-education-with-immersive-xr-and-ai-technologies/
https://eonreality.com/empowering-burkina-fasos-future-eon-reality-transforms-education-with-immersive-xr-and-ai-technologies/
https://www.unicef.org/innovation/stories/frontier-tech-innovations-inclusive-environmental-and-social-impact


 

for public authorities, except courts and prosecutors. It has also established the national data protection 
authority, the Comissão Nacional de Proteção de Dados Pessoais (CNPD). In case of a data breach, 
controllers must notify the CNPD within 72 hours and inform affected individuals unless the breach poses 
minimal risk to their rights and freedoms. 

AI Regulation 

Despite ranking 6th amongst African countries in the International Monetary Fund’s (IMF) AI 
Preparedness Index (AIPI) report 2024562 which evaluates AI readiness across 174 countries, focusing on 
digital infrastructure, human capital, technological innovation, and legal frameworks, Cape Verde does 
not have a dedicated AI legislation. 

AI Initiatives 

The Cape Verde Smart City Foundation was founded in 2018, by Eng. Loide Monteiro, urban ambassador 
of UN-habitat cape Verde, and a businesswoman with over 20 years of experience in urban planning and 
development. The Partnership seeks to implement the SDGs through the promotion of urban innovation 
with its Smart city academy focusing on research and development, skills development, business 
incubation and events.563 

The Agricultural Transition using the Internet of Things and Artificial Intelligence project,564 is a 
collaboration between the University of Cape Verde and UNDP’s Accelerator Lab, as part of the broader 
Monitoring Tools and Artificial Intelligence for Smart Agriculture initiative aimed at promoting 
sustainable development through innovation. The project is structured around three key pillars: research, 
which focuses on defining sensor specifications for soil and climate monitoring, testing systems, and 
analyzing collected data; a pilot phase, which involves implementing a smart irrigation system on an 
APRSF plot as a case study; and training, which equips APRSF members with drone operation skills and 
expertise in smart agriculture systems while also training researchers and students involved in the 
initiative.565 

The Gambia 

Data Protection 

The Gambia currently has no dedicated data protection law. However, the Gambia introduced the 
Information and Communications Act (ICA) in 2009. This act is designed to oversee the restructuring, 
advancement, and regulation of the information and communications sector in the Gambia. The data 
protection and privacy regulations outlined in the ICA primarily apply to providers of information and 
communications services. Moreover, in May 2019, the Public Utilities Regulation Authority (PURA) 

565 Araújo S. (2024), Agricultural Transition Using the Internet of Things and Artificial Intelligence, UNDP 
Accelerator Labs. 

564 Araújo S. (2024), Agricultural Transition Using the Internet of Things and Artificial Intelligence, UNDP 
Accelerator Labs. 

563 IEAI (n.d), Letter of Intent with Cape Verde Smart City Foundation, Institute for Ethics in Artificial Intelligence. 
Accessed 3 March, 2025. 

562 Chisom M. (2024), Top 10 African countries advancing for AI readiness in 2024 – IMF, Business Day. 

https://www.undp.org/acceleratorlabs/blog/agricultural-transition-using-internet-things-and-artificial-intelligence#:~:text=And%20the%20%22Agricultural%20Transition%20using,which%20aims%20to%20promote%20sustainable
https://www.undp.org/acceleratorlabs/blog/agricultural-transition-using-internet-things-and-artificial-intelligence#:~:text=And%20the%20%22Agricultural%20Transition%20using,which%20aims%20to%20promote%20sustainable
https://www.ieai.sot.tum.de/letter-of-intent-with-cape-verde-smart-city-foundation/
https://businessday.ng/news/article/top-10-african-countries-advancing-for-ai-readiness-in-2024-imf/


 

released its Draft Data Protection and Privacy Policy Strategy 2019. It is important to note, however, that 
this policy document does not presently have the status of law. 

AI Regulation 

The Gambia does not have a dedicated AI law or regulation. However, as encapsulated in its Digital 
Economy Master Plan 2023 - 2033, The government has implemented several policies and regulations to 
support the development of digital infrastructure in The Gambia.566 In 2018, the government published the 
Information and Communication Technology for Development (ICT4D) Policy Statement 2018-2028, 
which outlines the government's vision and strategy for developing ICT. The policy statement emphasizes 
the need to establish a digital economy and the importance of digital infrastructure in achieving this goal. 
The policy statement sets out several key objectives for developing digital infrastructure, including 
expanding broadband connectivity, establishing data centers, and promoting innovation and 
entrepreneurship in the ICT sector. In addition, the Gambia's national broadband policy outlines the need 
to create a holistic framework for the country to fully harness new technologies such as the Internet of 
Things (IoT), data analytics (DA), and artificial intelligence (AI).567 

AI Initiatives 

Organized by the Commonwealth Secretariat and delivered by Australia’s Queensland Cyber 
Infrastructure Foundation (QCIF), university educators in Gambia underwent a program, training them in 
Python programming and Artificial Intelligence (AI).568 This initiative represented a significant step in 
strengthening AI research capacity, showcasing practical applications in environmental management, 
infrastructure, and transport. 

Presight, a data analytics company powered by Generative AI, signed a Memorandum of Understanding 
(MOU) with Gambia’s Ministry of Communications and Digital Economy (MOCDE) at Gitex Africa 
2024.569 The partnership aims to accelerate Gambia’s digital transformation by strengthening its 
communications infrastructure and advancing cybersecurity measures. Under the agreement, Presight and 
MOCDE will collaborate to enhance digital services and fortify cybersecurity across the nation.570 

Ghana 

Data Protection 
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Ghana’s data protection and privacy framework is primarily governed by the Data Protection Act, 2012 
(Act 843)571, which aims to safeguard individuals' privacy by regulating the processing of personal data. 
The Act establishes guidelines for lawful and exempt processing572, outlining the responsibilities of data 
controllers, data processors, the Data Protection Commission (DPC),573 and data subjects. It applies when 
a data controller is established in Ghana and processes data within the country, when a foreign data 
controller uses local equipment or a data processor in Ghana, or when the data originates from Ghana. 
Processing of personal data must not infringe on individuals’ privacy rights and must be conducted 
lawfully and reasonably. Prior consent574 from the data subjects is generally required unless processing is 
necessary for contractual obligations, legal requirements, protecting legitimate interests, fulfilling 
statutory duties, or pursuing the legitimate interests of an employer or third party. The Data Protection 
Commission (DPC) serves as the primary regulatory body responsible for overseeing data protection 
compliance and establishing guidelines for data processing. While the Act refers to data protection 
officers as Data Protection Supervisors (DPS), their appointment is not mandatory. However, DPS are 
tasked with monitoring compliance with the Act. Additionally, the law mandates that both the data subject 
and the DPC must be notified in cases where unauthorized access or acquisition of personal data is 
suspected, providing sufficient details for the affected individual to take protective measures. 

AI Regulation 

There is no dedicated legal or regulatory framework around AI in Ghana. However, there are some 
regulations that cover aspects of the scope of AI. In the banking sector, for instance, there is the use of AI 
tools in electronic money transactions. The regulatory framework governing such use is mainly for the 
particular industry, and not AI as a developing concern for the jurisdiction. However, there is no 
regulatory framework governing the use of AI in these sectors.575 

Ghana’s National Artificial Intelligence Strategy (2023–2033) outlines a comprehensive plan to harness 
AI for inclusive and sustainable socio economic development. Developed by the Ministry of 
Communications and Digitalisation with support from Smart Africa, GIZ FAIR Forward, and The Future 
Society, the strategy mission is to leverage AI for inclusive growth across all sectors, enhancing the 
quality of life for Ghanaians and establishing the country as a trailblazer in AI leadership. 576 

AI Initiatives 
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AI is being incorporated into various sectors, including agriculture, mining, energy, and healthcare, as the 
government actively invests in AI infrastructure, digital literacy, training programs, and physical 
infrastructure, aligning with the priorities outlined in the AU Continental AI Strategy.577 

Several initiatives have been launched to promote diversity and build a more equitable workforce. Ghana 
Tech Lab578 supports women's participation in AI training programs, while the Ministry of 
Communication's ‘Ms. Geek’ program579 aims to boost gender diversity in STEM. Additionally, in 2016, 
the African Women Innovators Network partnered with Women in Tech Africa to launch the Business 
Innovation Lab in Ghana, which saw 30 female innovators undergo a programme aimed at providing 
them with the tools and opportunities to work together to develop their startup ideas.580 

In 2018, Google established its first Africa-based AI research center in Accra. With the first cohort of AI 
residents joining the center in 2019, it is home to high-end research labs and has focused on how Africa 
can use AI to create relevant solutions to the continent’s pressing problems, such as food insecurity and 
maternal mortality.581 The research team is mostly African tech talent, and works closely with partners to 
develop AI solutions, first for Africa and then for the rest of the world. 

Ghana is home to several homegrown AI pioneers driving innovation across various sectors. MinoHealth 
AI Labs is leveraging AI to automate medical diagnosis, prognosis, and disease forecasting for conditions 
like pneumonia, malaria, and tuberculosis.582 Kudigo AI focuses on enhancing customer service in retail 
and small businesses by streamlining interactions and optimizing operations.583 Likewise, Accra-based 
Aidah is revolutionizing customer engagement with its AI-powered messaging platform, which automates 
support and ticketing for businesses.584 

Guinea 

Data Protection 

The Law No. L/2016/037/AN on Cybersecurity and Personal Data Protection (the Law)585 governs the 
protection of personal data as well as the regulation of cybersecurity in the Republic of Guinea. The Law 
came into effect on 28 July 2016, and outlines requirements for combating cybercrime, as well as for the 
protection of personal and sensitive data. The Law sets limits on cross-border data transfers. The data 
controller is only authorized to transfer data to a country outside Guinea if such country ensures a level of 
privacy, fundamental rights, and freedoms of individuals that is equal to or greater than the protection 
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provided by Guinea. Prior to any cross-border transfer of personal data, the data controller must seek 
approval from the personal data protection authority. The transfer of personal data outside Guinea is 
subject to rigorous and routine scrutiny by the authority, in accordance with its intended purpose. 

While Article 47 of the Law provides for the creation of a personal data protection authority through 
regulatory measures, this authority has yet to be officially established. A data controller has the option to 
appoint a data protection officer (DPO), who must be adequately qualified for the role. The DPO is 
responsible for maintaining a list of all processing activities, which should be readily available to anyone 
who requests for it. Additionally, such DPO cannot face any punitive action from their employer for 
fulfilling their duties.  

AI Regulation 

Guinea has no dedicated AI legislation. However, Guinea’s ‘Digital Road Map’ is designed to guide the 
country’s digital transformation in alignment with its broader national development goals. The roadmap 
envisions Guinea becoming a leading digital economy in West Africa by 2025, with a focus on education, 
infrastructure expansion, and the secure use of data.586 The strategy draws from regional and international 
frameworks, such as the Arab Digital Economy Strategy, and aims to position Guinea to benefit from the 
4th Industrial Revolution. 

AI Initiatives 

The Guinean government set ambitious digitalization goals to enhance public administration and improve 
access to public services. However, e-government platforms are at various stages of development, with 
most services currently designed for use by authorities and government organizations rather than the 
general public.587 As part of UNDP’s work in Guinea, digitizing public administration and education has 
been identified as a key priority, a commitment reaffirmed in a 2021 meeting between the UNDP Resident 
Representative and the Prime Minister.588 

In 2022, the Ministry of Posts, Telecommunications, and the Digital Economy established the National 
State Digitalization Agency (ANDE) to implement government policies, strategies, and programs aimed 
at modernizing public administration. Additionally, the Agency of Electronic Governance and State 
Informatization (ANGEIE) oversees the development of digital infrastructure and public platforms, 
coordinating IT efforts across government agencies—though it currently lacks an official website.589 

In 2015, the Ministry adopted the 2016-2020 program, a strategy for developing telecommunications and 
the digital economy as a standalone sector, supported by the West African Communal Initiative Project 
(WARCIP). However, as of April 2023, the program had not been fully implemented, and the Ministry’s 
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website offers limited information under its "Achievements" section, with only select news and project 
updates available.590 

Liberia 

Data Protection 

There is currently no data protection or privacy legislation in Liberia however, Liberia’s Constitution of 
1986, under Article 16 provides that interference with an individual’s privacy, family, or home is 
prohibited except through other lawful means prescribed by law.591 As a result, there are no guidelines for 
the appointment of a DPO, registration with a data protection authority (DPA), cross-border data transfers, 
or breach notification requirements in Liberian law. 

AI Regulation  

There is no dedicated AI legislation or regulation. 

AI Initiatives 

The Fake News Detection project in Liberia, a challenge hosted by the Liberia Chapter, was established to 
develop an automated system that can analyze news content, identify patterns, and assess the credibility of 
information, thereby enabling citizens to make more informed decisions.592  

In 2024, Liberia’s efforts to combat tuberculosis through early prevention, diagnosis, and treatment 
received a major boost with the donation of four advanced artificial intelligence (AI)-powered X-ray 
machines.593 These machines, the first of their kind in the country, have been strategically placed in four 
major hospitals—TB Annex, JFK Medical Center, Redemption Hospital, and C.H. Rennie 
Hospital—across Montserrado and Margibi Counties to enhance early detection and improve patient 
outcomes.594 

During his presidency in Liberia, George Weah introduced the Pro-Poor Agenda for Prosperity and 
Development (PAPD), designed to drive inclusive growth and ensure equitable distribution of national 
wealth. This initiative laid the groundwork for his vision of leveraging AI as a tool to combat poverty and 
advance sustainable development across Africa.595 

Smart AI, an advanced advertising platform for an e-commerce marketplace, has spent nearly a decade 
analyzing buyer behavior and intent and has quickly become a sought-after platform for employment 
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opportunities in Liberia.596 Even during its beta phase, Smart AI gained significant traction, with over 
100,000 Liberians successfully earning rewards and commissions through the platform. 

Mali 

Data Protection 

Mali’s data protection framework is primarily governed by Law No. 2013/015,597 which safeguards the 
right to privacy and other fundamental rights during personal data processing. The Autorité de Protection 
des Données à Caractère Personnel (APDP) was established under this law and officially launched in 
2016 to oversee compliance. Law No. 2019-056 on the Repression of Cybercrime598 reinforces the role of 
Law No. 2013-015 as the main legal instrument protecting personal data in Mali. The law sets clear 
guidelines for the collection and processing of personal data and mandates annual reviews by the Supreme 
Court to assess and revise its provisions if necessary. An amendment in 2017 (Law No. 2017-070) refined 
the APDP’s functions.  

Under this framework, individuals have rights including access to their personal data, the ability to correct 
or delete inaccurate information, and the right to object to data processing for marketing purposes. Most 
data processing activities must be declared to the APDP, while certain sensitive categories—such as 
biometric data, genetic information, criminal records, and national identification numbers—require prior 
authorization. The APDP has the authority to impose monetary penalties and criminal sanctions on data 
controllers and processors who violate the law, ensuring strong enforcement of Mali’s data protection 
regulations. 

AI Regulation  

Mali does not have a dedicated AI legislation.  

AI Initiatives 

In 2024, Malian authorities announced the construction of a new Artificial Intelligence and Robotics 
Center,599 signaling the country’s commitment to technological sovereignty and digital transformation. 
This initiative is expected to drive the development of AI solutions tailored to Mali’s unique needs, 
though the center is not yet fully operational.  

In parallel, Mohamed Malet, a digitalization consultant and founder of the start-up Greeney, launched the 
AI&T community in Mali.600 Open to AI enthusiasts, learners, and developers, the network aims to foster 
knowledge-sharing, accelerate innovation, and promote AI applications suited to the local context. It also 
seeks to make AI more accessible to a wider audience, strengthening Mali’s growing digital ecosystem. 
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Initiatives such as Robots Mali as transforming the country’s education sector. Robots Mali have 
generated children’s story books and a teachers’ guide through AI. The text for the books and guides is 
generated by Chat GPT, then translated by another transformer model to Bambara, the local language.601 
They also use AI tools for image generation to go alongside the text.  

In the health sector, the integration of artificial intelligence (AI) into cardiology represents a major 
advancement. Driven by HealthTech Mali, this innovation promises to improve the early diagnosis of 
heart diseases, thus reducing the risk of serious complications.602 

Beyond the healthcare sector, recent projects, such as the deployment of 5G networks and the expansion 
of internet connectivity in rural areas, have improved access to information, boosted e-commerce, and 
strengthened online education.603 These initiatives contribute to reducing the digital divide and promoting 
economic and social development across the country. 

Mauritania 

Data Protection 

Mauritania's Law No. 2017-020604 was drafted to regulate personal data protection and was adopted by the 
National Assembly in 2017, though it has yet to take effect. Under the law, data subjects have the right to 
access and contest data processing, request confirmation of whether their data is being processed, and 
receive information on the purpose, categories, recipients, and potential international transfers of their 
data. The law also mandates the establishment of the Autorité de Protection des Données à Caractère 
Personnel (APD) to oversee compliance and ensure that data processing does not infringe on public 
freedoms or privacy. However, the APD is not yet operational. 

AI Regulation  

Mauritania does not have a dedicated AI law. It published its AI National Strategy in 2024, aimed at, 
among others, building a knowledge-based society and promoting the development of a future generation 
of digitally skilled citizens.605 The announcement was made during a consultative workshop held in 
March, organized by the Ministries of Digital Transformation, Innovation and Modernization of 
Administration, and Higher Education and Scientific Research. The AI strategy aligns with the 
government's National Digital Transformation Agenda, which prioritizes digital infrastructure 
development and fostering an innovation-driven economy. It also supports the five-year implementation 
plan for research and innovation and the 10-year higher education strategy, both of which aim to position 
research and innovation as key drivers of socio-economic transformation and to build a skilled scientific 
workforce for a knowledge-based economy.606 

AI Initiatives 
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In 2022, the Mauritanian Ministry of Digital Transformation, Innovation, and Modernization of 
Administration (MTNIMA) launched the “Agenda National de Transformation Numérique 2022-2025,” 
providing a clear political framework for the country’s digital transformation. Focused on sustainability, 
inclusivity, and human-centered development, the agenda is supported by the Digital Transformation 
Center Mauritania,607 which drives initiatives in digital government, digital skills, and the digital 
economy. The center also fosters collaboration between successful digital development efforts and serves 
as a key advisory partner for Mauritania’s digital ecosystem. 

Niger 

Data Protection 

Data protection in Niger is governed by Law No. 2017-28608, with the High Authority for the Protection 
of Personal Data (HAPDP) serving as the regulatory body. The law grants individuals several rights, 
including access to their personal data in an understandable format, the ability to oppose processing for 
legitimate reasons, and the right to rectify, update, or delete inaccurate or outdated data. Additionally, 
individuals are protected from decisions made solely through automated processing that may have 
significant legal consequences. The law also mandates the appointment of a personal data protection 
correspondent within companies processing personal data, serving as a point of contact for data subjects 
and interested parties. 

AI Regulation  

Niger lacks a dedicated AI law. 

AI Initiatives 

Niger Foods partnered with Innovative Solutions for Decision Agriculture (iSDA) to enhance farming in 
Niger State through AI-powered advisory services. Aligned with the Farmer Governor’s vision, the 
initiative will leverage iSDA’s Virtual Agronomist tool to provide real-time, data-driven insights to maize, 
soybean, and rice farmers, improving crop management and yields.609 The service offers tailored 
recommendations on fertilizer use, pest control, and soil nutrition, promoting both productivity and 
sustainability. Set to launch in 2025, the project will initially support 10,000 farmers, with plans to expand 
to 50,000, while also training field teams and youth on AI-driven agricultural support.610 

Sierra Leone 

Data Protection 

Sierra Leone currently has no data protection law enacted; however, the 1991 Constitution of Sierra 
Leone enshrines privacy rights and fundamental human freedoms, which will form the bedrock for any 

610 Niger Foods (2024), Niger Foods and iSDA Africa in Collaboration to Revolutionize Agriculture with AI, 
nigerfoods.com  

609 Niger Foods (2024), Niger Foods and iSDA Africa in Collaboration to Revolutionize Agriculture with AI, 
nigerfoods.com  

608 Data Protection Africa (2022), Niger - Data Protection Fact Sheet, ALT Advisory. 
607 Digital.Global (n.d), Digital Transformation Center Mauritania, bmz-digital.global  
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data protection legislation. In 2022, the Government of Sierra Leone announced plans to develop a Data 
Protection Bill, which is yet to be finalised. 

However, the Telecommunications Act, of 2006 provides a foundational layer for protecting personal data 
processed by telecommunications operators. 

AI Regulation  

The country does not have a dedicated AI law. In 2019, the Directorate of Science, Technology, and 
Innovation (DSTI) published Sierra Leone’s National Innovation and Digital Strategy (NIDS)611 after 
conducting extensive research on the country’s digital landscape, with support from the Tony Blair 
Institute for Global Change.  

The strategy’s vision, "digitization for all," was built on three key principles: Country-as-AI-lab, which 
focuses on leveraging data to enhance government decision-making and service delivery; Mobile first, 
aimed at increasing connectivity for more citizens; and Hybrid technologies, ensuring an inclusive, 
multi-channel approach to digital services. 

AI Initiatives 

AI Strengthening Healthcare Access (AISHA)612 utilizes Amazon Alexa’s conversational capabilities to 
improve healthcare knowledge accessibility. It provides real-time medical answers (AISHA Answers), 
interactive quizzes (AISHA Quizzes), and in-depth lessons (AISHA Lessons) for healthcare workers. The 
team is working to expand access in low-resource settings, introduce Krio language support, and enhance 
its database with clear, informative content. Currently piloting in Sierra Leone, AISHA aims to strengthen 
healthcare delivery and education.613  

A portable point-of-care ultrasound technology is being used in low-income countries worldwide to 
enhance maternal care, including in Sierra Leone. The country has adopted BabyChecker,614 an 
AI-powered ultrasound solution accessible via smartphones. This innovative tool enables community 
health workers, midwives, and nurses in primary healthcare settings to detect potential pregnancy risks, 
improving early diagnosis and maternal health outcomes. 

Togo 

Data Protection 

Law No. 2019-014 (the Law)615 governs data protection in Togo, outlining how persons, the state, local 
governments, and legal entities regulated by public or private law can collect, process, transmit, store, and 
use personal data. The Law applies to any processing carried out by a person in charge, whether 
established in the territory of the Togolese Republic, that uses processing means located in Togolese 
territory, except processing means used solely for transit in Togo. 

615 Data Protection Africa (2022), Togo - Data Protection Fact Sheet, ALT Advisory. 
614 Atieno M. (2024), Portable AI Ultrasound Reducing Maternal Mortality in Sierra Leone, Science Africa. 
613 Obeysekare E. (n.d), Sierra Leone: AI Strengthening Healthcare Access (AISHA), Lehigh University. 
612 Obeysekare E. (n.d), Sierra Leone: AI Strengthening Healthcare Access (AISHA), Lehigh University. 
611 Mandewa-Cole (2022), Inclusivity in Sierra Leone, Public Digital. 
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Data processing is subject to prior notice to the Togolese data protection authority (IPDCP) once 
operational. The IPDCP must issue a receipt allowing the applicant to carry out the processing activity 
within a limit of one month, without exempting them from any of their obligations.  

The Law recommends the appointment of a DPO. Organisations should notify the IPDCP of the DPO’s 
appointment. Where appropriate, the employee representative bodies must also be notified of the 
appointment. 

AI Regulation  

Togo does not have a dedicated AI law or regulation. 

AI Initiatives 

Togo AI Labs offers personalized mentorship for conducting research in AI/ML and Graph Neural 
Network (GNN) Projects.616 In June 2024, Lomé, the capital of Togo, became the focal point of 
technological innovation as it hosted the Artificial Intelligence Week.617 The event brought together 
experts, researchers, and enthusiasts to explore advancements, opportunities, and challenges in AI, with 
the aim of stimulating socio-economic development in Togo and Africa as a whole. 

In 2021, researchers from the Center for Effective Global Action (CEGA) and Innovations for Poverty 
Action (IPA) published a working paper detailing the results of a first-of-its-kind contactless direct 
payments program.618 Led by the Government of Togo with support from the research team and 
GiveDirectly, the program demonstrated that machine learning targeting outperformed other policy 
options available at the time. The government worked with GiveDirectly, CEGA, and IPA, who brought 
together a team to use machine learning and mobile phone data to remotely identify, enroll, and pay over 
138,500 Togolese in poverty suffering from COVID19 lockdowns. However, the findings suggested that 
while effective, this approach was best used as a supplemental tool alongside conventional methods, 
particularly during times of crisis. 

Malawi 

Data Protection 

Malawi's Data Protection Act of 2024619 regulates the processing of personal data, covering aspects such 
as data collection, storage, and transfer. It establishes key data subject rights, including access, correction, 
and deletion of personal data. The Act provides a comprehensive framework for data protection, outlining 
obligations for data controllers and processors while ensuring principles of data security and cross-border 
data transfers. Although it does not explicitly address AI, its provisions on data subject rights and data 
security could be applied to AI systems handling personal data, ensuring individuals can access, correct, 
or delete their data and that appropriate security measures are in place. 

AI Regulation 

619 Malawi Data Protection Act 2024. 
618 GiveDirectly (2021), Study: AI targeting helped reach more of the poorest people in Togo, givedirectly.org 
617 Resilient Digital Africa (2024), Togo hosts its first Artificial Intelligence Week, resilient.digital-africa.co  
616 Togo AI Labs 
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Malawi currently has no specific AI regulations. Malawi's approach to AI governance appears to be 
guided by the AU's Continental Artificial Intelligence Strategy. Although Malawi has not yet developed a 
national AI strategy, the government is actively promoting AI innovation in sectors like healthcare and 
agriculture.620 Initiatives like the National Digitalization Policy and the Malawi 2063 vision demonstrate 
the country's commitment to digital transformation and leveraging technology for development. 

AI Initiatives 

Malawi launched its first-ever Centre for Artificial Intelligence and STEAM — Science, Technology, 
Engineering, Arts and Mathematics in 2023 at the Malawi University of Science and Technology.621 
Established with support from various U.S.-based universities, the center aims to provide solutions to the 
country's innovation and technology needs. 

Seemingly, Malawi has embarked on the promulgation of the UNESCO Recommendation on Ethics of 
Artificial Intelligence (AI) by fulfilling some of the stipulated obligations. To build its capacity for 
implementation, the country held a national conference and conducted a study on its readiness to adopt AI 
ethics, known as the Readiness Assessment Methodology (RAM).622 To further support the development 
of policies for inclusive digital transformation and ethical AI standards, the project aimed to facilitate the 
creation of an AI Ethics strategy to address the challenges posed by innovative technologies and digital 
transformation in Malawi.623 

Students from the Biomedical engineering class of the Malawi University of Sciences and Technology 
(MUST) developed a web and mobile application that utilises deep learning to diagnose measles through 
skin lesion analysis which gives results in 0.25 seconds, unlike PCR and immunoglobulin tests which take 
longer.624 

Malawi has partnered with Chinese multinational Huawei to develop a Smart Village Initiative.625 
President Lazarus Chakwera outlined the country's Smart Village Initiative plans at the Forum on 
China-Africa Cooperation (FOCAC) Summit, a diplomatic event hosted by China to bolster relations with 
African nations. The initiative seeks to bring digital transformation to rural areas across the country, 
improving connectivity and access to digital services, and will include the establishment of technical 
training centers in rural areas, to provide young people with necessary digital skills such as AI, 
cybersecurity and smart agriculture solutions.626 

626 Sehloho M. (2024), Google to open AI hub in Zambia, Malawi plans Smart Village Initiative, 
connectingafrica.com. 

625 Sehloho M. (2024), Google to open AI hub in Zambia, Malawi plans Smart Village Initiative, 
connectingafrica.com. 

624 Kunchezera B. (2024), AI innovations by Malawian students: Tackling Health and Agricultural Challenges, 
Development and Cooperation.  

623 UNESCO (n.d), Support to the Development of AI Ethical Standards in Malawi, core.unesco.org  
622 UNESCO (n.d), Support to the Development of AI Ethical Standards in Malawi, core.unesco.org  
621 Masina L. (2023), US Universities Help Malawi Establish First AI Center, VOA News. 

620 Centre for Intellectual Property and Information Technology Law (CIPIT) (2025), Review of the Malawi Data 
Protection Act 2024, Strathmore University.  
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Zambia 

Data Protection 

Zambia's Data Protection Act of 2021 establishes a framework for data protection, including principles of 
data processing, data subject rights, and obligations for data controllers and processors. The Act places an 
obligation on data controllers to implement appropriate security measures to protect personal data. While 
the Act does not specifically address AI, its provisions on data security and cross-border data transfers 
could be relevant to AI systems that process personal data.  

AI Regulation 

Zambia has taken a proactive approach to AI governance through its national AI strategy627, developed in 
collaboration with the Finnish government and the Tony Blair Institute, to drive economic growth and 
enhance efficiency across sectors. This initiative positions Zambia as a potential leader in AI adoption and 
innovation within the SADC region.  

The government has prioritized AI skills development, plans to host an AI conference to prepare for an 
AI-driven future, and emphasizes AI policies in the financial sector to support technological adoption. 
The AI strategy is built on five key pillars: enhancing digital connectivity (“digital trees”) to facilitate AI 
adoption, ensuring access to quality data for sustainable AI solutions, promoting trust and confidence in 
cyberspace for responsible AI use, fostering innovation and entrepreneurship to support AI startups, and 
strengthening partnerships and collaboration to sustain AI development. 

AI Initiatives 

Tech giant Google is partnering with Zambia's government to set up an Artificial Intelligence Center of 
Excellence at the University of Zambia.628 According to the Zambian Ministry of Technology and 
Science's Facebook page, the AI Center comes after the signing of a Memorandum of Understanding 
(MoU) by the two parties in June 2024. Technology and Science Minister Felix Mutati claimed that the 
AI Center of Excellence will be the first of its kind in Southern Africa and will be housed at the Zambia 
Research and Education Network (ZAMREN) within UNZA.629 

Shortly after the Google partnership, Zambia announced plans to set up another Artificial Intelligence 
(AI) Centre of Excellence in Lusaka. The Science and Technology Minister Felix Mutati unveiled the 
initiative, which will convert Katoba Secondary School in Chongwe District into a hub for AI innovation 
and excellence.630 

AI solutions are transforming the future of smallholder farming in Zambia, with innovations such as 
Netagrow Technologies gaining popularity. Netagrow Technologies is an AI and data-driven digital 

630 Mulenga A. (2024), Zambia to establish another AI Centre of Excellence, IT Web Africa.  

629 Sehloho M. (2024), Google to open AI hub in Zambia, Malawi plans Smart Village Initiative, 
connectingafrica.com. 

628 Sehloho M. (2024), Google to open AI hub in Zambia, Malawi plans Smart Village Initiative, 
connectingafrica.com. 

627 Ministry of Technology and Science (2024), Artificial Intelligence Strategy Launched, A Steppingstone To 
Wealth And Job Creation, Republic of Zambia. 

https://itweb.africa/content/RgeVDvPRpDoMKJN3
https://www.connectingafrica.com/ai/google-to-open-ai-hub-in-zambia-malawi-plans-smart-village-initiative
https://www.connectingafrica.com/ai/google-to-open-ai-hub-in-zambia-malawi-plans-smart-village-initiative
https://www.mots.gov.zm/?p=4492
https://www.mots.gov.zm/?p=4492


 

enterprise to fill the information gap small-holder farmers experience by providing credible and timely 
information to optimize crop yield by guiding crop harvest schedules in Zambia.631  

Zimbabwe 

Data Protection 

Zimbabwe has further enacted the Cyber and Data Protection Act of 2021632, which provides a foundation 
for governing data collection, processing, and protection. A similar feature is that the Act does not 
specifically mention AI, but it establishes a framework for data protection that could be relevant to AI 
systems. 

AI Regulation 

Zimbabwe has reportedly completed a national AI policy framework and is actively promoting AI 
adoption in various sectors, including agriculture, education, mining, and tourism. The government has 
stated the importance of developing policies that address disruptive technologies like AI, the Internet of 
Things, and blockchain technology. 

The National AI Policy Framework633 is strategically aligned with the National Development Strategy 1 
(NDS1) and the Smart Zimbabwe 2030 Master Plan. This alignment ensures that AI development and 
adoption contribute to the country's broader development goals and its vision for a digital economy. 

In taking proactive steps to understanding AI, discussions are emerging in Zimbabwe about the potential 
benefits and challenges of AI. Benefits identified include improved productivity and effectiveness, 
inclusivity and empowerment among others. On the other hand, the threats identified are potential job 
displacement posed by AI, concerns about relevance and applicability of AI in the African context, the 
potential impact of AI on privacy and digital rights, and the concerns that AI could contribute to the 
spread of misinformation and disinformation. 

AI Initiatives 

AI adoption in Zimbabwe is still in its early stages, but it is already making an impact across various 
sectors. In healthcare, AI-powered diagnostic tools and telemedicine are expanding access to medical 
services. The agricultural sector is benefiting from smart farming techniques that improve crop yields and 
reduce losses. In finance, banks and fintech startups are leveraging AI for fraud detection and automating 
customer service. Meanwhile, AI-driven learning platforms are enhancing digital education, providing 
more interactive and accessible learning experiences.634 

In early 2021, Zimbabwean President Emmerson Mnangagwa inaugurated the country’s National Data 
Center, describing the Chinese-built facility as a crucial driver of economic growth. The center integrates 
data from government records and private sector entities, including banks, raising concerns among human 

634 Dube K. (2025), The Future of Artificial Intelligence in Zimbabwe: Opportunities & Challenges, Medium.com  
633 Bureau B. (2024), National AI Policy Framework Complete, The Herald. 
632 Ministry of ICT, Postal and Courier Services (n.d), Cyber and Data Protection Act, Government of Zimbabwe. 
631 UNDP (2024), Agrarian AI – The Future of Agriculture in Zambia, undp.org.  
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rights and civil society groups about potential government surveillance and suppression of dissent, 
potentially violating constitutional rights. This initiative is part of Zimbabwe’s broader adoption of 
Chinese surveillance technology, with China providing nearly $240 million to develop NetOne, the 
national mobile telecommunications network, which also operates its own data centers. Mnangagwa has 
publicly stated that the government can track individuals' movements, interactions, and even sleeping 
locations. 

Angola 

Data Protection 

Angola has a data protection law, Law No. 22/11 on the Protection of Personal Data635, which establishes 
general data protection requirements. The law addresses data processing notifications, data subject rights, 
direct marketing, and data transfers. While the law does not explicitly mention AI, its provisions on data 
protection could be relevant to AI systems. 

AI Regulation 

Angola has not yet developed a specific national AI strategy. However, the country is actively 
modernising its infrastructure and institutions to embrace digital technologies, including AI.  

The government has signed a Memorandum of Understanding with Presight to develop a Digital 
Transformation Programme for 2024,636 leveraging big data analytics and AI techniques, and it has the 
potential to significantly impact AI development and adoption in the country.  

Undoubtedly, Angola recognises the role of technology in fostering citizen engagement and strengthening 
democracy. The government has highlighted the importance of technology in promoting social and 
cultural interaction while safeguarding national sovereignty. 

AI Initiatives 

Since 2017, Angola’s parliament has undergone a digital transformation, shifting from paper-based 
documentation to electronic systems. AI-powered tools like Audimus637 now enhance legislative 
processes by transcribing audio to text, minimizing errors, and improving efficiency. The parliament also 
provides a 24/7 virtual library and operates a Parliamentary Academy to equip lawmakers and staff with 
legislative, administrative, and strategic skills that include AI training for parliamentary staff, reinforcing 
a more efficient and tech-savvy legislature capable of addressing global technological advancements. 

Angola Cables, through its Symbioxvision project, played a crucial role in the early response to 
COVID-19 in Angola. Developed in collaboration with Instituto Respira Brasil, Symbioxvision utilized 
AI-driven analysis of X-ray images, CT scans, and patient history to detect COVID-19 cases. More than 

637 360 Mozambique (2024), Angola Modernises Parliament with AI and Tech Innovation at SADC Forum, 
360mozambique.com.  

636 Presight (2021), The Government of Angola and Presight signed MoU to develop a transformation program for 
Digital Angola 2024, presight.ai 

635 Data Protection Africa (2022), Angola - Data Protection Fact Sheet, ALT Advisory. 

https://360mozambique.com/world/angola/angola-modernises-parliament-with-ai-and-tech-innovation-at-sadc-forum/
https://www.presight.ai/news/the-government-of-angola-and-presight-signed-mou-to-develop-a-transformation-program-for-digital-angola-2024/
https://www.presight.ai/news/the-government-of-angola-and-presight-signed-mou-to-develop-a-transformation-program-for-digital-angola-2024/
https://dataprotection.africa/wp-content/uploads/2019/10/Angola-Factsheet.pdf


 

300 X-ray images, collected between January and June 2020, were used to train the algorithm, which 
achieved an impressive accuracy rate of over 85% in diagnosing the virus.638 

In addition, Angola has actively engaged with member states of the Southern African Development 
Community (SADC), the Community of Portuguese Language Countries (CPLP), and the United Nations 
to enhance its technological infrastructure, systems, and practices, particularly through the integration of 
artificial intelligence (AI).639 

Angola’s Minister of Telecommunications, Information Technology, and Social Communication, has 
previously highlighted collaborations with Brazil and Portugal, both of which have advanced space 
programs. Key initiatives include leveraging AI in satellite systems for agriculture, mining, and real estate 
management, alongside the “Conecta” project, which uses satellite technology to expand internet access 
to Angola’s remote regions.640 With Angosat-2, the country is enhancing mobile and internet services, 
addressing previous coverage gaps. 

On the global stage, Angola participated in the 2024 UN General Assembly’s high-level week, 
showcasing its digital transformation and AI advancements over the past 25 years. Additionally, it has 
been involved in the Global Digital Compact reaffirming its commitment to shaping the international 
digital landscape and strengthening global cooperation.641 

Mauritius 

Data Protection 

The country established the Data Protection Act in 2017 to provide for the protection of the privacy rights 
of individuals in view of the developments in the techniques used to capture, transmit, manipulate, record 
or store data relating to individuals. 642 This Act repealed and replaced the Data Protection Act 2004, so as 
to align with the European Union General Data Protection Regulation 2016/679 (GDPR). The updates to 
the law include the implementation of data protection impact assessments, notification of personal data 
breaches, stricter security requirements attached to data processing, and clearer standards around the 
details of lawful processing.643  

Additionally, Mauritius was one of the first African countries to establish an operational Data Protection 
Office, known as the Office of the Data Protection Commissioner,644 setting an example for other nations. 

AI Regulation 

In 2018, Mauritius became the first African nation to release a National AI Strategy, paving the way for 
AI-driven economic growth. The strategy focuses on integrating AI into key sectors, including 

644 Data Protection Office Home Page, Government of Mauritius. 
643 Data Protection Africa (2022), Mauritius - Data Protection Fact Sheet, ALT Advisory. 
642 Data Protection Office (n.d), Data Protection Act 2017, Government of Mauritius. 
641  Cumbi V. (2024), Angola strengthens ICT sector with global collaboration and AI initiatives, Further Africa.  
640 Cumbi V. (2024), Angola strengthens ICT sector with global collaboration and AI initiatives, Further Africa.  
639 Cumbi V. (2024), Angola strengthens ICT sector with global collaboration and AI initiatives, Further Africa.  

638 Ramalheira, Lirio & Oliveira, Vasconselos. (2021), Application of Artificial Intelligence in Angola (Difficulties 
and Application proposals), Research Gate. 
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manufacturing, healthcare, fintech, transport, and agriculture. It emphasizes sector-specific AI adoption, 
workforce development, ethical AI practices, and increasing public awareness to ensure responsible and 
widespread implementation.645 

The Financial Services Commission has the annexed Rules which may be cited as the Financial Services 
(Robotic and Artificial Intelligence Enabled Advisory Services) Rules 2020646 to address the adoption of 
AI in financial advisory services. 

On July 27, 2024, Mauritius enacted the Finance (Miscellaneous Provisions) Act 2024, introducing new 
tax incentives and exemptions to support innovation and AI development. Effective July 1, 2024, 
companies with a Robotic and AI-Enabled Advisory Services license from the Financial Services 
Commission can benefit from an 80% tax exemption, provided they meet substance requirements.647 
Additionally, a 15% investment tax credit, spread over three years, applies to capital expenditures on AI 
development and patents. The act also grants a full tax exemption on income from the sale of virtual 
assets and tokens, aligning it with the existing exemption on securities transactions. 

AI Council 

The Mauritius Emerging Technologies Council (METC) is a driving force for innovation, established to 
steer the nation toward a future of technological excellence. Its mission is to shape forward-thinking 
policies, foster the integration of emerging technologies for economic and social progress, and spearhead 
research that anticipates future needs.648 The Council is receiving public input on the National AI Policy 
for Mauritius.649 

AI Initiatives 

Mauritius held its first-ever AI Summit on May 9-10, 2024, at Le Meridien Hotel, Pointe aux Piments, 
under the esteemed patronage of UNESCO. Organized by the Ministry of Information Technology, 
Communication, and Innovation in collaboration with the Mauritius Emerging Technology Council 
(METC), the event focused on harnessing artificial intelligence (AI) to drive inclusive socio-economic 
development.650 

The Mauritius Workers' Rights Advisor GPT651 simplifies navigating the Workers' Rights Act of Mauritius 
2024 for the different stakeholders ranging from employer, HR professional, or employee seeking clarity 
on their rights, providing reliable guidance and support. 

 

 

 

651  METC (n.d) Mauritius Emerging Technologies Council News, Accessed 3 March 2025. 
650 UNESCO (2024), Mauritius hosts inaugural AI summit, unesco.org  
649 METC (n.d) Mauritius Emerging Technologies Council Projects, Accessed 3 March 2025. 
648 METC (n.d) Mauritius Emerging Technologies Council Home Page, Accessed 3 March 2025. 
647 UNCTAD (2024), Mauritius Expands tax incentives for AI, IP, and virtual assets, investmentpolicy.unctad.org  
646 Financial Services (Robotic and Artificial Intelligence Enabled Advisory Services) Rules 2020.  
645 Mauritius Working Group on AI (2018), Mauritius Artificial Intelligence Strategy. 
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